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Summary. This is an introduction to the asymptotic analysis of orthogonal poly-
nomials based on the steepest descent method for Riemann-Hilbert problems of Deift
and Zhou. We consider in detail the polynomials that are orthogonal with respect
to the modified Jacobi weight (1−x)α(1+x)βh(x) on [−1, 1] where α, β > −1 and
h is real analytic and positive on [−1, 1] . These notes are based on joint work with
Kenneth McLaughlin, Walter Van Assche and Maarten Vanlessen.
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1 Introduction

These lecture notes give an introduction to a recently developed method to ob-
tain asymptotics for orthogonal polynomials. The method is called “steepest
descent method for Riemann-Hilbert problems”. It is based on a characteriz-
ation of orthogonal polynomials due to Fokas, Its, and Kitaev [15] in terms
of a Riemann-Hilbert problem combined with the steepest descent method
introduced by Deift and Zhou in [12] and further developed in [13, 11]. The
application to orthogonal polynomials was initiated in the seminal papers of
Bleher and Its [4] and Deift, Kriecherbauer, McLaughlin, Venakides and Zhou
[8, 9]. These works were motivated by the connection between asymptotics of
orthogonal polynomials and universality questions in random matrix theory
[7, 27]. An excellent overview can be found in the book of Percy Deift [7], see
also [10, 26]. Later developments related to orthogonal polynomials include
[2, 3, 5, 18, 20, 21, 22, 23, 34].

In this exposition we will focus on the paper [23] by Kuijlaars, McLaughlin,
Van Assche, and Vanlessen. That paper applies the Riemann-Hilbert tech-
nique to orthogonal polynomials on the interval [−1, 1] with respect to a
modified Jacobi weight (1−x)α(1 +x)βh(x) where h is a non-zero real ana-
lytic function on [−1, 1]. It should be noted that the earlier works [4, 8, 9]
dealt with orthogonal polynomials on the full real line. The fact that one
works on a finite interval has some technical advantages and disadvantages.
The disadvantage is that one has to pay special attention to the endpoints.
The main advantage is that no rescaling is needed on [−1, 1], and that we
can work with orthogonal polynomials with respect to a fixed weight func-
tion, instead of orthogonal polynomials with respect to varying weights on R .
Another advantage is that the analysis simplifies considerably on the interval
[−1, 1], if the parameters α and β in the modified Jacobi weight are ± 1

2 . In
that case, there is no need for special endpoint analysis. The case α = β = 1

2
will be worked out in detail in the first part of this paper (up to Section 12).

For general α, β > −1, the analysis requires the construction of a local
parametrix near the endpoints. These local parametrices are built out of mod-
ified Bessel functions of order α and β . For orthogonal polynomials on the
real line, one typically encounters a parametrix built out of Airy functions
[7, 8, 9]. The explicit construction of a local parametrix is a technical (but es-
sential and beautiful) part of the steepest descent method. This is explained in
Section 14. The asymptotic behavior of the orthogonal polynomials can then
be obtained in any region in the complex plane, including the interval (−1, 1)
where the zeros are, and the endpoints ±1. We will give here the main term in
the asymptotic expansion. It is possible to obtain a full asymptotic expansion,
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but for this we refer to [23]. We also refer to [23] for the asymptotics of the
recurrence coefficients.

We will not discuss here the relation with random matrices. For this we
refer to the papers [8] and [24] where the universality for the distribution of
eigenvalue spacings was obtained from the Riemann-Hilbert method.

To end this introduction we recall some basic facts from complex ana-
lysis that will be used frequently in what follows. First we recall Cauchy’s
formula, which is the basis of all complex analysis. It says that

f(z) =
1

2πi

∮

γ

f(s)

s− z
ds

whenever f is analytic in a domain Ω, γ is a simple closed, positively oriented
curve in Ω, encircling a domain Ω0 which also belongs to Ω, and z ∈ Ω0 .

A second basic fact is Liouville’s theorem, which says that a bounded
entire function is constant. An extension of Liouville’s theorem is the following.
If f is entire and f(z) = O(zn) as z →∞ , then f is a polynomial of degree
at most n .

Exercise 1. If you have not seen this extension of Liouville’s theorem
before, (or if you forgot about it) try to prove it.

We also recall Morera’s theorem, which says that if f is continuous in
a domain Ω and satisfies

∮
γ f(z)dz = 0 for all closed contours γ in Ω, then

f is analytic in Ω.
We will also use some basic facts about isolated singularities of analytic

functions. In a basic course in complex analysis you learn that an isolated
singularity is either removable, a pole, or an essential singularity. Riemann’s
theorem on removable singularities says that if an analytic function is
bounded near an isolated singularity, then the singularity is removable. The
following is an extension of this result.

Exercise 2. Let a ∈ Ω. If f is analytic in Ω\{a} , and lim
z→a

(z−a)f(z) = 0,

then a is a removable singularity of f .

2 Boundary values of analytic functions

We will deal with boundary values of analytic functions on curves. Suppose γ
is a curve, which could be an arc, or a closed contour, or a system of arcs and
contours. We will always consider oriented curves. The orientation induces
a +side and a −side on γ . By definition, the +side is on the left, while
traversing γ according to its orientation, and the −side is on the right.

All curves we consider are smooth (C1 or even analytic), but the curves
may have points of self-intersection or endpoints. At such points the +
and −sides are not defined. We use γo to denote γ without points of self-
intersection and endpoints.
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Let f be an analytic function on C \ γ . The boundary values of f in
s ∈ γo are defined by

f+(s) = lim
z→s

z on +side

f(z), f−(s) = lim
z→s

z on −side

f(z),

provided these limits exist. If these limits exist for every s ∈ γo , and f+
and f− are continuous functions on γo , then we say that f has continuous
boundary values on γo . It is possible to study boundary values in other
senses, like Lp -sense, see [7, 14], but here we will always consider boundary
values in the sense of continuous boundary values.

If the boundary values f+ and f− of f exists, and if we put v(s) = f+(s)−
f−(s), we see that f satisfies the following Riemann-Hilbert problem
(boundary value problem for analytic functions)

(RH1) f is analytic in C \ γ .
(RH2) f+(s) = f−(s) + v(s) for s ∈ γo .
We say that v is the jump for f over γo .

Suppose now that conversely, we are given v(s) for s ∈ γo . Then we may
ask ourselves whether the above Riemann-Hilbert problem has a solution f ,
and whether the solution is unique. It is easy to see that the solution cannot be
unique, since we can add an entire function to f and obtain another solution.
So we need to impose an extra condition to guarantee uniqueness. This is
typically an asymptotic condition, such as

(RH3) f(z) → 0 as z →∞ .

In this way we have normalized the Riemann-Hilbert problem at infinity. It
is also possible to normalize at other points, but we will only meet problems
where the normalization is at infinity.

It turns out that there is a unique solution if v is Hölder continuous on γ
and if γ is a simple closed contour, or a finite disjoint union of simple closed
contours, see [17, 28]. Then there are no points of self-intersection or endpoints
so that γ = γo . In the case of points of self-intersection or endpoints, we need
extra conditions at those points.

If γ is a simple closed contour, oriented positively, and if v is Hölder
continuous on γ , then it can be shown that

f(z) =
1

2πi

∮

γ

v(s)

s− z
ds (2.1)

is the unique solution of the Riemann-Hilbert problem (RH1), (RH2), (RH3).
It is called the Cauchy transform of v and we denote it also by C(v). We
will not go into the general existence theory here (for general theory, see e.g.
[17, 28]), but leave it as an (easy) exercise for the case of analytic v .

Exercise 3. Assume that v is analytic in a domain Ω and that γ is a
simple closed contour in Ω. Prove that the Cauchy transform of v satisfies
the Riemann-Hilbert problem (RH1), (RH2), (RH3).
[Hint: Use a deformation of γ and Cauchy’s formula.]
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Exercise 4. Give an explicit solution of the Riemann-Hilbert problem
(RH1), (RH2), (RH3), for the case where the jump v is a rational function
with no poles on the simple closed contour γ .
[Hint: Use partial fraction decomposition of v .]

To establish uniqueness, one assumes as usual that there are two solu-
tions f1 and f2 . Then the difference g = f1 − f2 will solve a homogeneous
Riemann-Hilbert problem with trivial jump g+ = g− on γ . Then it follows
from Morera’s theorem that g is analytic on γ . Hence g is an entire function.
From the asymptotic condition (RH3) it follows that g(z) → 0 as z → ∞ ,
and therefore, by Liouville’s theorem, g is identically zero.

We will use the above argument, based on Morera’s theorem, also in other
situations. We leave it as an exercise.

Exercise 5. Suppose that γ is a curve, or a system of curves, and that f is
analytic on C \ γ . Let γ0 be an open subarc of γo so that f has continuous
boundary values f+ and f− on γ0 that satisfy f+ = f− on γ0 . Show that
f is analytic across γ0 .

In the case that γ has points of self-intersection or endpoints, extra con-
ditions are necessary at the points of γ \ γo . We consider this for the case of
the interval [−1, 1] in the following exercise.

Exercise 6.

(a) Suppose that γ is the interval [−1, 1] and v is a continuous function on
(−1, 1). Also assume that the Riemann-Hilbert problem (RH1), (RH2),
(RH3) has a solution. Show that the solution is not unique.

(b) Show that there is a unique solution if we impose, in addition to (RH1),
(RH2), (RH3), the conditions that

lim
z→1

(z − 1)f(z) = 0, lim
z→−1

(z + 1)f(z) = 0.

The next step is to go from an additive Riemann-Hilbert problem to a
multiplicative one. This means that instead of (RH2), we have a jump condi-
tion

(RH4) f+(s) = f−(s)v(s) for s ∈ γo .
In this case, the asymptotic condition is typically

(RH5) f(z) → 1 as z →∞ .

If γ is a simple closed contour, and if v is continuous and non-zero on γ ,
then we define the index (or winding number) of v by

ind v =
1

2π
∆γv(s).

This is 1
2π times the change in the argument of v(s) as we go along γ once

in the positive direction. The index is an integer. If the index is zero, then we
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can take a continuous branch of the logarithm of v on γ , and obtain from
(RH4) the additive jump condition

(log f)+(s) = (log f)−(s) + log v(s), s ∈ γ.

This has a solution as a Cauchy transform

log f(z) =
1

2πi

∮

γ

log v(s)

s− z
ds,

provided log v is Hölder continuous on γ . Then

f(z) = exp

(
1

2πi

∮

γ

log v(s)

s− z
ds

)
(2.2)

solves the additive Riemann-Hilbert problem (RH1), (RH4), (RH5).

Exercise 7. How would you solve a Riemann-Hilbert problem with jump
condition

f+(s)f−(s) = v(s)

for s on a simple closed contour γ ?

3 Matrix Riemann-Hilbert problems

The Riemann-Hilbert problems that are associated with orthogonal polyno-
mials are stated in a matrix form for 2× 2 matrix valued analytic functions.

A matrix valued function R : C\γ → C2×2 is analytic if all four entries of
R are analytic functions on C \ γ . Then a typical Riemann-Hilbert problem
for 2× 2 matrices is the following

(mRH1) R : C \ γ → C2×2 is analytic.
(mRH2) R+(s) = R−(s)V (s) for s ∈ γo , where V : γo → C2×2 is a given

matrix valued function on γo .
(mRH3) R(z) → I as z →∞ , where I denotes the 2× 2 identity matrix.

Because of (mRH3) the problem is normalized at infinity. The matrix valued
function V in (mRH2) is called the jump matrix. If γo 6= γ , then addi-
tional conditions have to be imposed at the points of self-intersection and the
endpoints.

The existence theory of the matrix Riemann-Hilbert problem given
by (mRH1), (mRH2), (mRH3) is quite complicated, and we will not deal
with it. In the problems that we will meet, we know from the beginning that
there is a solution. We know the solution because it is built out of orthogonal
polynomials. See [6] for a systematic treatment of the general theory of matrix
Riemann-Hilbert problems.

Also, we will only meet Riemann-Hilbert problems where the jump matrix
V satisfies
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det V (s) = 1, s ∈ γo. (3.1)

Then we can establish uniqueness of the Riemann-Hilbert problem (mRH1),
(mRH2), (mRH3) on a simple closed contour. The argument is as follows.

First we consider the scalar function detR : C \ γ → C . It is analytic on
C \ γ , and in view of (mRH2) and (3.1) we have (detR)+ = (detR)− on γ .
Thus detR is an entire function. From (mRH3) it follows that detR(z) → 1
as z → ∞ , so that by Liouville’s theorem detR(z) = 1 for every z ∈ C \ γ .
Now suppose that R̃ is another solution of (mRH1), (mRH2), (mRH3). Since
R(z) has determinant 1, we can take the inverse, and we consider X(z) =
R̃(z)[R(z)]−1 . Then X is clearly analytic on C \ γ , and for s ∈ γ ,

X+(s) = R̃+(s)[R+(s)]−1 = R̃−(s)V (s)[R−(s)V (s)]−1

= R̃−(s)R−(s) = X−(s).

Thus X is entire. Finally, we have X(z) → I as z →∞ , so that by Liouville’s
theorem, we get X(z) = I for every z ∈ C \ γ , which shows that R̃ = R .
Thus R is the unique solution of (mRH1), (mRH2), (mRH3).

While existence of the solution is not an issue for us, we do need a result on
the behavior of the solution R . We need to know that when V is close to the
identity matrix on γ , then R is close to the identity matrix in the complex
plane. We will need this result only for simple closed contours γ and it will be
enough for us to deal with jump matrices that are analytic in a neighborhood
of γ .

In order to specify the notion of closeness to the identity matrix, we need a
norm on matrices. We can take any matrix norm, but for definiteness we will
take the matrix infinity norm (maximum row sum) defined for 2× 2 matrices
R by

‖R‖ = max (|R11|+ |R12|, |R21|+ |R22|) .
If R(z) is a matrix-valued function defined on a set Ω, we define

‖R‖Ω = sup
z∈Ω

‖R(z)‖,

where for ‖R(z)‖ we use the infinity norm. If R(z) is analytic on a domain
Ω, then one may show that ‖R(z)‖ is subharmonic as a function of z . If R(z)
is also continuous on Ω̄, then by the the maximum principle for subharmonic
functions, it assumes its maximum value on the boundary of Ω.

With these preliminaries we can establish the following result. The follow-
ing elementary complex analysis proof is due to A.I. Aptekarev [2].

Theorem 3.1. Suppose γ is a positively oriented simple closed contour and
Ω is an open neighborhood of γ . Then there exist constants C and δ > 0 such
that a solution R of the matrix Riemann-Hilbert problem (mRH1), (mRH2),
(mRH3) with a jump matrix V that is analytic on Ω with

‖V − I‖Ω < δ,
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satisfies
‖R(z)− I‖ < C‖V − I‖Ω (3.2)

for every z ∈ C \ γ .

Proof. In the proof we use ext(γ) and int(γ) to denote the exterior and
interior of γ , respectively. So, ext(γ) is the unbounded component of C \ γ ,
and int(γ) is the bounded component. Together with γ , we also consider
two simple closed curves γe and γi , both homotopic to γ in Ω, so that
γe ⊂ Ω ∩ ext(γ) and γi ⊂ Ω ∩ int(γ), see Figure 1.

g

g
i

g
eW

Fig. 1. Illustration for the proof of Theorem 3.1. The shaded region is the domain
Ω, which contains the simple closed curves γ , γe , and γi .

We choose r > 0 so that

min (dist(z, γe), dist(z, γi)) > r for every z ∈ γ, (3.3)

where dist(z, γe) and dist(z, γi) denote the distances from z to the respective
curves.

We write ∆ = V − I . Since R+ = R− +R−∆ , we may view R−∆ as an
additive jump for R on γ . By (2.1) and the asymptotic condition (mRH3)
we thus have

R(z) = I +
1

2πi

∮

γ

R−(s)∆(s)

s− z
ds (3.4)

for z ∈ C \ γ . The integral in (3.4) is taken entrywise.
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The idea of the proof is to show that for ‖∆‖Ω small enough, we have
‖R−(s)‖ ≤ 4 for every s ∈ γ . (Any other positive number than 4 would also
do.) If we can prove this, then it follows by straightforward estimation on
(3.4) that

‖R(z)− I‖ =

∥∥∥∥
1

2πi

∮

γ

R−(s)∆(s)

s− z
ds

∥∥∥∥

≤ 4l(γ)

2πdist(z, γ)
‖∆‖γ

≤ 4l(γ)

2πdist(z, γ)
‖V − I‖Ω (3.5)

where l(γ) is the length of γ . This then proves (3.2) for dist(z, γ) > r with
constant

C =
4l(γ)

2πr
.

To handle the case when z is close to γ , we apply the same arguments to the
curves γe and γi . Suppose for example that z ∈ ext(γ). Then we define

R̃ =

{
R in ext(γ) ∪ int(γi)
RV −1 in int(γ) ∩ ext(γi)

Then R̃+ = R̃− on γ so that R̃ is analytic across γ . On γi we have the
jump R̃+ = R̃−V . The same arguments we will give below that lead to
‖R−(s)‖ ≤ 4 for s ∈ γ will also show that ‖R̃−(s)‖ ≤ 4 for s ∈ γi (provided
‖∆‖Ω is sufficiently small). Then an estimate similar to (3.5) shows that for
every z ,

‖R̃(z)− I‖ ≤ 4l(γi)

2πdist(z, γi)
‖V − I‖Ω.

For z ∈ ext(γ), we have R̃(z) = R(z) and dist(z, γi) > r by (3.3), so that we
get (3.2) with a maybe different constant C . The same arguments apply for
z ∈ int(γ). In that case we define R̃ so that it has a jump on γe .

So it remains to prove that ‖R−(z)‖ ≤ 4 for every z ∈ γ . In order to do
this we put

M = max
z∈γ

‖R−(z)‖.

Since R−(z) are the continuous boundary values for R taken from ext(γ),
and R is analytic in ext(γ), including the point at infinity, we have by the
maximum principle for subharmonic functions, that

‖R(z)‖ ≤M, z ∈ ext(γ).

We deform γ to γe lying in Ω ∩ ext(γ). Then dist(z, γe) > r for every z ∈ γ
by (3.3). For z ∈ int(γ), we then have
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R(z) = I +
1

2πi

∮

γe

R(s)∆(s)

s− z
ds.

Letting z go to γ from within int(γ), we then find

R+(z) = I +
1

2πi

∮

γe

R(s)∆(s)

s− z
ds, z ∈ γ,

and so, since R+ = R−(I +∆),

R−(z) =

(
I +

1

2πi

∮

γe

R(s)∆(s)

s− z
ds

)
(I +∆(z))

−1
, z ∈ γ.

We take norms, and estimate, where we use that ‖R(s)‖ ≤M for s ∈ γe ,

‖R−(z)‖ ≤
(

1 +
l(γe)

2πr
M‖∆‖Ω

)∥∥∥(I +∆(z))
−1
∥∥∥ , z ∈ γ,

with l(γe) the length of γe . If ‖∆(z)‖ ≤ 1
2 then

∥∥∥(I +∆(z))
−1
∥∥∥ ≤ 1 +

2‖∆(z)‖ , which follows easily from estimating the Neumann series

(I +∆(z))
−1

=

∞∑

k=0

(−∆(z))
k
.

So we assume δ > 0 is small enough so that

δ <
1

2
and

l(γe)

2πr
δ(1 + 2δ) <

1

2
.

Then, if ‖∆‖Ω < δ , we find for z ∈ γ ,

‖R−(z)‖ ≤
(

1 +
l(γe)

2πr
Mδ

)
(1 + 2δ)

= (1 + 2δ) +
l(γe)

2πr
Mδ(1 + 2δ)

≤ 2 +
1

2
M.

Taking the supremum for z ∈ γ , we get M ≤ 2 + 1
2M , which means that

M ≤ 4. So we have proved our claim that ‖R−(z)‖ ≤ 4 for every z ∈ γ ,
which completes the proof of the theorem.

Exercise 8. Analyze the proof of Theorem 3.1 and show that we can
strengthen (3.2) to

‖R(z)− I‖ ≤ C

1 + |z| ‖V − I‖Ω

for every z ∈ C \ γ .
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4 Riemann–Hilbert problem for orthogonal polynomials
on the real line

Fokas, Its, and Kitaev [15] found a characterization of orthogonal polynomials
in terms of a matrix Riemann-Hilbert problem.

We consider a weight function w on R , which is smooth and has sufficient
decay at ±∞ , so that all moments

∫
xkw(x) dx exist. The weight induces a

scalar product
∫
f(x)g(x)w(x)dx , and the Gram-Schmidt orthogonalization

process applied to the sequence of monomials 1, x, x2, . . . , yields a sequence
of orthogonal polynomials π0, π1, π2, . . . , that satisfy

∫
πn(x)πm(x)w(x) dx = hnδn,m, hn > 0.

We will choose the polynomials to be monic πn(x) = xn + · · · . If we put

γn = h−1/2
n , pn(x) = γnπn(x)

then the polynomials pn are the orthonormal polynomials, i.e.,

∫
pn(x)pm(x)w(x)dx = δn,m.

The orthonormal polynomials satisfy a three-term recurrence

xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x)

with certain recurrence coefficients an and bn . The monic form of the recur-
rence is

xπn(x) = πn+1(x) + bnπn(x) + a2
nπn−1(x).

Fokas, Its, Kitaev [15] formulated the following Riemann-Hilbert problem
for a 2× 2 matrix valued function Y : C \ R → C2×2 .

(Y-RH1) Y is analytic in C \ R .

(Y-RH2) Y+(x) = Y−(x)

(
1 w(x)
0 1

)
for x ∈ R .

(Y-RH3) Y (z) =

(
I +O

(
1

z

))(
zn 0
0 z−n

)
as z →∞ .

The asymptotic condition (Y-RH3) does not say that Y (z) tends to the iden-
tity matrix as z tends to infinity (unless n = 0), so the problem is not
normalized at infinity in the sense of (mRH3).

Theorem 4.1 (Fokas, Its, Kitaev). The Riemann-Hilbert problem (Y-
RH1)–(Y-RH3) for Y has a unique solution given by

Y (z) =




πn(z) C(πnw)(z)

cnπn−1(z) cnC(πn−1w)(z)


 (4.1)
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where πn and πn−1 are the monic orthogonal polynomials of degrees n and
n− 1 , respectively, C(πjw) is the Cauchy transform of πjw ,

C(πjw)(z) =
1

2πi

∫

R

πj(x)w(x)

x− z
dx,

and cn is the constant
cn = −2πiγ2

n−1.

Proof. Consider the first row of Y . The condition (Y-RH2) gives for the first
entry Y11

(Y11)+(x) = (Y11)−(x), x ∈ R.

Thus Y11 is an entire function. The asymptotic condition (Y-RH3) gives

Y11(z) = zn +O(zn−1) as z →∞.

By the extension of Liouville’s theorem, this implies that Y11 is a monic
polynomial of degree n . We call it Pn .

Now we look at Y12 . The jump condition (Y-RH2) gives

(Y12)+(x) = (Y12)−(x) + (Y11)−(x)w(x).

We know already that Y11 = Pn , so that

(Y12)+(x) = (Y12)−(x) + Pn(x)w(x). (4.2)

The asymptotic condition (Y-RH3) implies

Y12(z) = O
(
z−n−1

)
as z →∞. (4.3)

The conditions (4.2)–(4.3) constitute an additive scalar Riemann-Hilbert
problem for Y12 . Its solution is given by the Cauchy transform

Y12(z) = C(Pnw)(z) =
1

2πi

∫

R

Pn(x)w(x)

x− z
dx.

Now in general the Cauchy transform tends to zero like z−1 as z → ∞ ,
and not like z−n−1 as required in (4.3). We need extra conditions on the
polynomial Pn to ensure that (4.3) is satisfied. We write

1

x− z
= −

n−1∑

k=0

xk

zk+1
+

xn

zn(x − z)
.

Then

Y12(z) =
1

2πi

∫
Pn(x)w(x)

[
−
n−1∑

k=0

xk

zk+1
+

xn

zn(x − z)

]
dx

= −
n−1∑

k=0

1

2πi

[∫
Pn(x)x

kw(x) dx

]
1

zk+1
+O

(
z−n−1

)
.
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In order to have (4.3) we need that the coefficient of z−k−1 vanishes for
k = 0, . . . , n− 1. Thus

∫
Pn(x)x

kw(x) dx = 0, k = 0, . . . , n− 1.

This means that Pn is the orthogonal polynomial, and since Pn is monic,
we have Pn = πn . Thus we have shown that the first row of Y is equal to
the expressions given in the equality (4.1). The equality for the second row is
shown in a similar way. The details are left as an exercise.

Exercise 9. Show that the second row of Y is equal to the expressions
given in (4.1).

Remark concerning the proof of Theorem 4.1 The above proof of
Theorem 4.1 is not fully rigorous in two respects. First, we did not check
that the jump condition (Y-RH2) is valid in the sense of continuous boundary
values, and second, we did not check that the asymptotic condition (Y-RH3)
holds uniformly as z → ∞ in C \ R . This is not immediate since R is an
unbounded contour.

Both of these questions are technical issues whose treatment falls outside
the scope of this introduction. Suitable smoothness and decay properties have
to be imposed on w . The reader is referred to [9, Appendix A] for a discussion
of these matters. There it is shown that it is enough that xnw(x) belongs to
the Sobolev space H1 for every n .

5 Riemann–Hilbert problem for orthogonal polynomials
on [−1, 1]

We will study polynomials that are orthogonal with respect to weights on the
finite interval [−1, 1]. In particular we will consider modified Jacobi weight

w(x) = (1− x)α(1 + x)βh(x), x ∈ (−1, 1) (5.1)

where α, β > −1 and h is positive on [−1, 1] and analytic in a neighbor-
hood of [−1, 1]. The weights (5.1) are a generalization of the Jacobi weights
which have h(x) ≡ 1. In analogy with the case of the whole real line, the
Riemann-Hilbert problem that characterizes the orthogonal polynomials has
the following ingredients.

We look for a matrix valued function Y : C \ [−1, 1] → C2×2 that satisfies

(Y-RH1) Y is analytic in C \ [−1, 1].

(Y-RH2) Y+(x) = Y−(x)

(
1 w(x)
0 1

)
for x ∈ (−1, 1)

(Y-RH3) Y (z) =

(
I +O

(
1

z

))(
zn 0
0 z−n

)
as z →∞
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Note that we restrict ourselves in the jump condition (Y-RH2) to the open
interval (−1, 1). The jump is not defined at the endpoints ±1, since the
boundary values Y± are not defined there. If α or β (or both) is negative,
there is also a problem with the definition of w at the endpoints.

We can show, as for the case of orthogonal polynomials on the real line,
that

Y (z) =




πn(z) C(πnw)(z)

cnπn−1(z) cnC(πn−1w)(z)


 (5.2)

is a solution of the Riemann-Hilbert problem, where now C denotes the
Cauchy transform on [−1, 1], that is,

C(πnw)(z) =
1

2πi

∫ 1

−1

πn(x)w(x)

x− z
dx.

However, this will not be the only solution. In order to ensure uniqueness we
need extra conditions at the endpoints ±1. The endpoint conditions are

(Y-RH4) As z → 1, we have

Y (z) =





O
(

1 |z − 1|α
1 |z − 1|α

)
if α < 0,

O
(

1 log |z − 1|
1 log |z − 1|

)
if α = 0,

O
(

1 1
1 1

)
if α > 0.

(Y-RH5) As z → −1, we have

Y (z) =





O
(

1 |z + 1|β
1 |z + 1|β

)
if β < 0,

O
(

1 log |z + 1|
1 log |z + 1|

)
if β = 0,

O
(

1 1
1 1

)
if β > 0.

In (Y-RH4)–(Y-RH5) the O conditions are to be taken entrywise, so the
condition (Y-RH4) in the case α < 0 means that

Y11(z) = O(1) Y12(z) = O(|z − 1|α)
Y21(z) = O(1) Y22(z) = O(|z − 1|α)

as z → 1. So Y11 and Y21 should remain bounded at z = 1, while Y12 and
Y22 are allowed to grow as z → 1, but not faster than O(|z − 1|α).

Now we can prove that Y given by (5.2) satisfies the boundary conditions
(Y-RH4)–(Y-RH5), and that it is in fact the only solution to the Riemann-
Hilbert problem (Y-RH1)–(Y-RH5). This is left to the reader as an exercise
(see also [23]).
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Exercise 10. Show that (5.2) satisfies the conditions (Y-RH4)–(Y-RH5).

Exercise 11. Show that the Riemann-Hilbert problem (Y-RH1)-(Y-RH5)
for Y has (5.2) as its unique solution.

6 Basic idea of steepest descent method

The steepest descent method for Riemann-Hilbert problems consists of a se-
quence of explicit transformations, which in our case have the form

Y 7→ T 7→ S 7→ R.

The ultimate goal is to arrive at a Riemann-Hilbert problem for R on a system
of contours γ ,

(R-RH1) R is analytic on C \ γ ,
(R-RH2) R+(s) = R−(s)V (s) for s ∈ γ ,
(R-RH3) R(z) → I as z →∞ ,

in which the jump matrix V is close to the identity.
Note that Y depends on n through the asymptotic condition

Y (z) =

(
I +O

(
1

z

))(
zn 0
0 z−n

)
,

and so, to indicate the n-dependence, we may write Y = Y (n) . Also the
transformed functions T , S , and R depend on n , say T = T (n) , S = S(n) ,
and R = R(n) . The jump matrix V = V (n) in (R-RH2) also depends on n .
The contour γ , however, does not depend on n . The jump matrices that we
will find have analytic continuations to a neighborhood of γ , which is also
independent of n , and we will have

V (n)(s) = I +O
(

1

n

)
as n→∞,

uniformly for s in a neighborhood of γ . Then, from Theorem 3.1, we can
conclude that

R(n)(z) = I +O
(

1

n

)
as n→∞,

uniformly for z ∈ C \ γ . Tracing back the steps Y (n) 7→ T (n) 7→ S(n) 7→ R(n) ,
we find asymptotics for Y (n) , valid uniformly in the complex plane. So, in
particular, since πn is the (1, 1) entry of Y11 , we find asymptotic formulas
for the orthogonal polynomials that are uniformly valid in every region of the
complex plane.

The steepest descent method for Riemann-Hilbert methods is an altern-
ative to more classical asymptotic methods that have been developed for dif-

ferential equations or integral representations. The Jacobi polynomials P
(α,β)
n
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that are orthogonal with respect to (1− x)α(1 + x)β have an integral repres-
entation and they satisfy a second order differential equation. As a result their
asymptotic behavior as n → ∞ is very well-known, see [31]. The orthogonal
polynomials associated with the weights (5.1) do not have an integral repres-
entation or a differential equation, and so asymptotic methods that are based
on these cannot be applied. The steepest descent method for Riemann-Hilbert
problems is the first method that is able to give full asymptotic expansions for
orthogonal polynomials in a number of cases where integral representations
and differential equations are not available.

It must be noted that other methods, based on potential theory and ap-
proximation theory, have also been used for asymptotics of orthogonal poly-
nomials [25, 30, 32]. These methods apply to weights with less smoothness,
but the results are not as strong as the ones we will present here.

7 First transformation Y 7→ T

The first transformation uses the mapping

ϕ(z) = z + (z2 − 1)1/2, z ∈ C \ [−1, 1].

That branch of the square root is chosen which is analytic in C \ [−1, 1] and
which is positive for z > 1. Thus (z2 − 1)1/2 is negative for real z < −1.

Exercise 12. Show the following

(a) ϕ is a one-to-one map from C\ [−1, 1] onto the exterior of the unit disk.
(b) ϕ(z) = 2z +O

(
1
z

)
as z →∞ .

(c) ϕ+(x)ϕ−(x) = 1 for x ∈ (−1, 1).

The first transformation is

T (z) =

(
2n 0
0 2−n

)
Y (z)

(
ϕ(z)−n 0

0 ϕ(z)n

)
. (7.1)

Then straightforward calculations show that T satisfies the Riemann-
Hilbert problem

(T-RH1) T is analytic in C \ [−1, 1].

(T-RH2) T+(x) = T−(x)

(
ϕ+(x)−2n w(x)

0 ϕ−(x)−2n

)
for x ∈ (−1, 1).

(T-RH3) T (z) = I +O
(

1
z

)
as z →∞ .

(T-RH4)–(T-RH5) T has the same behavior as Y near ±1.

Exercise 13. Verify that the jump condition (T-RH2) and the asymptotic
condition (T-RH3) hold.

The effect of the transformation Y 7→ T is that the problem is normalized
at infinity, since T (z) → I as z → ∞ . This is good. What is not so good, is
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that the jump matrix for T is more complicated. The entries on the diagonal
have absolute value one, and so for large n , they are rapidly oscillating as x
varies over the interval (−1, 1). The effect of the next transformation will be
to transform these oscillations into exponentially small terms.

Why did we choose to perform the transformation (7.1)? An easy answer
would be: because we will see later that it works. A second answer could be
based on a list of desirable properties that the function ϕ should have. The
honest answer is that already a lot is known about orthogonal polynomials
and their asymptotics, see, e.g., [16, 25, 29, 31, 33]. For example it is known
that

lim
n→∞

(πn(z))
1/n =

ϕ(z)

2
, z ∈ C \ [−1, 1] (7.2)

where that branch of the nth root is chosen which behaves like z at infinity.
This is the nth root asymptotics of the polynomials πn . It is intimately
connected with the weak convergence of zeros. The nth root asymptotics (7.2)
holds for a very large class of weights w on (−1, 1). It is for example enough
that w > 0 almost everywhere on (−1, 1).

A stronger kind of asymptotics is

lim
n→∞

2nπn(z)

ϕ(z)n
=
D̃(∞)

D̃(z)
, (7.3)

which is valid uniformly for z ∈ C \ [−1, 1]. The strong asymptotics (7.3)
is valid for weights w satisfying the Szegő condition, that is,

∫ 1

−1

logw(t)√
1− t2

dt > −∞.

The function D̃ appearing in the right-hand side of (7.3) is known as the
Szegő function. It is analytic and non-zero on C \ [−1, 1], and there it is a
finite limit

lim
z→∞

D̃(z) = D̃(∞) ∈ (0,∞).

Note that in what follows, we will use a different definition for the Szegő
function, and we will call it D , instead of D̃ .

Since we want to recover the asymptotics (7.2)–(7.3) (and more) for the
modified Jacobi weights, we cannot avoid using the functions that appear
there. This explains why we perform the transformation (7.1). The (1, 1)
entry of T is

T11(z) =
2nπn(z)

ϕ(z)n

and this is a quantity which we like. We have peeled off the main part of
the asymptotics of πn . By (7.3) we know that the limit of T11(z) exists as
n → ∞ , and the limit is expressed in terms of the Szegő function associated
with w . This indicates that the transformation Y 7→ T makes sense. It also
indicates that we will have to use the Szegő function in one of our future
transformations.
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Exercise 14. Another idea would be to define

T̃ (z) = Y (z)

(
ϕ(z)−n 0

0 ϕ(z)n

)(
2n 0
0 2−n

)
.

This would also lead to the (1, 1) entry being 2nπn(z)
ϕ(z) . Work out the

Riemann-Hilbert problem for T̃ . What is the advantage of T over T̃ ?

Exercise 15. The transformation

T̂ (z) =

(
ϕ(z)−n 0

0 ϕ(z)n

)
Y (z)

(
2n 0
0 2−n

)

would lead to the same (1, 1) entry, but this transformation is a very bad
idea. Why?

8 Second transformation T 7→ S

The second transformation T 7→ S is based on a factorization of the jump
matrix in (T-RH2)

(
ϕ−2n

+ w
0 ϕ−2n

−

)
=

(
1 0

1
wϕ

−2n
− 1

)(
0 w
− 1
w 0

)(
1 0

1
wϕ

−2n
+ 1

)
,

which can be verified by direct calculation.
Instead of making one jump across the interval (−1, 1), we can now think

that we are making three jumps according to the above factorization. That is,
if we cross the interval (−1, 1) from the upper half-plane into the lower half-

plane, we will first make the jump

(
1 0

1
wϕ

−2n
+ 1

)
, then the jump

(
0 w
− 1
w 0

)
,

and finally the jump

(
1 0

1
wϕ

−2n
− 1

)
.

Now recall that w(x) = (1−x)α(1+x)βh(x) is the modified Jacobi weight.
The extra factor h is positive on [−1, 1] and analytic in a neighborhood of
[−1, 1]. Then there is a neighborhood U of [−1, 1] so that h is analytic on
U with positive real part, see Figure 2. All our future deformations will be
contained in U .

We will consider (1 − z)α as an analytic function on C \ [1,∞) where
we take the branch which is positive for real z < 1. Similarly, we will view
(1 + z)β as an analytic function on C \ (−∞,−1]. Then

w(z) = (1− z)α(1 + z)βh(z)

is non-zero and analytic on U \ ((−∞,−1] ∪ [1,∞)), and it is an analytic
continuation of our weight w(x).
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-1 1

U

Fig. 2. Neighborhood U of [−1, 1] so that h is analytic with positive real part in
U .

The two jump matrices

(
1 0

1
wϕ

−2n
+ 1

)
and

(
1 0

1
wϕ

−2n
− 1

)
then have natural

extensions into the upper and lower half-planes, respectively, both given by(
1 0

1
wϕ

−2n 1

)
. Note that for z away from the interval [−1, 1], we have |ϕ(z)| >

1, so that

(
1 0

1
wϕ(z)−2n 1

)
is close to the identity matrix if n is large.

We open a lens-shaped region around (−1, 1) as shown in Figure 3 of the
paper. The lens is assumed to be contained in the domain U . The upper and
lower lips of the lens are denoted by Σ1 and Σ3 respectively. The interval
[−1, 1] is denoted here by Σ2 .

Then we define the second transformation T 7→ S by

S =





T outside the lens

T

(
1 0

− 1
wϕ

−2n 1

)
in the upper part of the lens

T

(
1 0

1
wϕ

−2n 1

)
in the lower part of the lens.

(8.1)

The transformation results in jumps for S on the interior of the three curves
Σ1 , Σ2 = [−1, 1] and Σ3 . It follows that S satisfies the following Riemann-
Hilbert problem

(S-RH1) S is analytic in C \ (Σ1 ∪ [−1, 1] ∪Σ3) .
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-1 1

U

S
1

S
3

S
2

+

+

+

-

-

-

Fig. 3. Opening of lens in domain U .

(S-RH2) S+ = S−

(
0 w
− 1
w 0

)
on (−1, 1).

S+ = S−

(
1 0

1
wϕ

−2n 1

)
on Σo

1 and Σo
3 .

(S-RH3) S(z) = I +O
(

1
z

)
as z →∞ .

(S-RH4) Conditions as z → 1:
• For α < 0:

S(z) = O
(

1 |z − 1|α
1 |z − 1|α

)
.

• For α = 0:

S(z) = O
(

log |z − 1| log |z − 1|
log |z − 1| log |z − 1|

)
.

• For α > 0:

S(z) =





O
(

1 1
1 1

)
as z → 1 outside the lens,

O
(
|z − 1|−α 1
|z − 1|−α 1

)
as z → 1 inside the lens.

(S-RH5) Similar conditions as z → −1.

The endpoint condition (S-RH4) is rather awkward now, especially if α > 0,
where we distinguish between z → 1 from within the lens, or from outside
the lens. It turns out that they are necessary if we want a unique solution.
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Exercise 16. Show that the Riemann-Hilbert problem (S-RH1)–(S-RH5)
for S has a unique solution.
[Note: we already know that there is a solution, namely the one that we find
after transformations Y 7→ T 7→ S . One way to prove that there is no other
solution, is to show that these transformations are invertible. Another way
is to assume that there is another solution S̃ and show that it must be equal
to the S we already have.]

The opening of the lens in the transformation T 7→ S is also a crucial step
in the papers [8, 9] by Deift et al., which deal with orthogonal polynomials on
the real line, see also [7]. It transforms the oscillatory diagonal terms in the
jump matrix for T into exponentially small off-diagonal terms in the jump

matrix for S . Indeed, in (S-RH2) we have a jump matrix

(
1 0

1
wϕ

−2n 1

)
on Σo

1

and Σo
3 . Since |ϕ(z)| > 1 for z on Σo

1 and Σo
3 , the entry 1

wϕ
−2n in the jump

matrix tends to 0 exponentially fast. The convergence is uniform on compact
subsets of Σo

1 and Σo
3 , but it is not uniform near the endpoints ±1.

9 Special case α = β = −
1

2

For special values of α and β , the subsequent analysis simplifies considerably.
These are the cases α = ± 1

2 , β = ± 1
2 . We will treat the case α = β = − 1

2 ,
so that

w(z) = (1− z2)−
1
2h(z).

In this case, we open up the lens further so that Σ1 and Σ3 coincide along
two intervals [−1−δ,−1] and [1, 1+δ] , where δ > 0 is some positive number.

-1-1-d 1 1+d

Fig. 4. Opening of lens in case α = β = − 1

2
. The upper and lower lips of the lens

coincide on the intervals [−1− δ,−1] and [1, 1 + δ] .

On the intervals (−1− δ,−1) and (1, 1 + δ) two jumps are combined. If
we calculate the total jump there, we have to be careful, since w has a jump
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on these intervals too. In fact, we have

w+(x) = −w−(x), for x > 1 or x < −1 (with x ∈ U),

which follows from the fact that α = β = − 1
2 . Then we calculate on (−1 −

δ,−1) or (1, 1 + δ),

(
1 0

1
w−
ϕ−2n 1

)(
1 0

1
w+
ϕ−2n 1

)
=

(
1 0(

1
w−

+ 1
w+

)
ϕ−2n 1

)
= I.

This means that S is analytic across (−1 − δ,−1) and (1, 1 + δ). The only
remaining jumps are on [−1, 1] and on a simple closed contour that we call γ .
We choose to orient γ in the positive direction (counterclockwise). It means
that in the upper half-plane we have to reverse the orientation as shown in
Figure 5.

-1 1

g

Fig. 5. Closed contour γ that encircles [−1, 1] . S has jumps only on γ and [−1, 1] .

It follows that in this special case S satisfies the following Riemann-Hilbert
problem.

(S-RH1) S is analytic in C \ ([−1, 1] ∪ γ).
(S-RH2) S+ = S−

(
0 w
− 1
w 0

)
on (−1, 1)

S+ = S−

(
1 0

1
wϕ

−2n 1

)
on γ ∩ {Imz < 0} and

S+ = S−

(
1 0

− 1
wϕ

−2n 1

)
on γ ∩ {Imz > 0} .

(S-RH3) S(z) = I +O
(

1
z

)
as z →∞ .

(S-RH4) S(z) = O
(

1 |z − 1|− 1
2

1 |z − 1|− 1
2

)
as z → 1.

(S-RH5) S(z) = O
(

1 |z + 1|− 1
2

1 |z + 1|− 1
2

)
as z → −1.
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Exercise 17. If you do the analysis in this section for the case α = β = + 1
2

then everything will be the same except for the endpoint conditions (S-RH4)

and (S-RH5). Show that they change to S(z) = O
(
|z − 1|− 1

2 1

|z − 1|− 1
2 1

)
as z → 1,

and S(z) = O
(
|z + 1|− 1

2 1

|z + 1|− 1
2 1

)
as z → −1, respectively.

10 Model Riemann Hilbert problem

The jump matrix for S is uniformly close to the identity matrix on the simple
closed contour γ . Only the jump on the interval [−1, 1] is not close to the
identity. This suggests to look at the following model Riemann-Hilbert prob-
lem, where we ignore the jump on γ . We look for N : C \ [−1, 1] → C2×2

satisfying

(N-RH1) N is analytic in C \ [−1, 1].

(N-RH2) N+(x) = N−(x)

(
0 w(x)

− 1
w(x) 0

)
for x ∈ (−1, 1).

(N-RH3) N(z) → I as z →∞ .

(N-RH4) N(z) = O
(

1 |z − 1|− 1
2

1 |z − 1|− 1
2

)
as z → 1.

(N-RH5) N(z) = O
(

1 |z + 1|− 1
2

1 |z + 1|− 1
2

)
as z → −1.

The conditions (N-RH4) and (N-RH5) are specific for the weights under
consideration (i.e., modified Jacobi weights with α = β = − 1

2 ). For more
general weights on [−1, 1], the corresponding problem for N would include
the parts (N-RH1), (N-RH2) and (N-RH3), but (N-RH4) and (N-RH5) have
to be modified.

Exercise 18. Let N be given by

N(z) =



a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2


 ,

where

a(z) =
(z − 1)1/4

(z + 1)1/4
.

Show that N satisfies parts (N-RH1), (N-RH2), and (N-RH3) with w(x) ≡ 1
(Legendre case). What would the conditions (N-RH4) and (N-RH5) be for
this case?

The solution to the Riemann-Hilbert problem (N-RH1)–(N-RH5) is con-
structed with the use of the Szegő function. The Szegő function associated
with a weight w on [−1, 1] is a scalar function D : C \ [−1, 1] → C such that
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(D-RH1) D is analytic and non-zero in C \ [−1, 1].
(D-RH2) D+(x)D−(x) = w(x) for x ∈ (−1, 1).
(D-RH3) the limit lim

z→∞
D(z) = D∞ exists and is a positive real number.

Note that (D-RH1)–(D-RH3) is a multiplicative scalar Riemann-Hilbert prob-
lem. We have not specified any endpoint conditions, so we cannot expect a
unique solution. In general we want that |D| behaves like |w|1/2 also near
the endpoints. So for a modified Jacobi weight we would add the endpoint
conditions

(D-RH4) D(z) = O(|z − 1|α/2) as z → 1,
(D-RH5) D(z) = O(|z + 1|β/2) as z → −1.

If the weight satisfies the Szegő condition
∫ 1

−1

logw(x)√
1− x2

dx > −∞

then the Szegő function exists and is given by

D(z) = exp

(
(z2 − 1)1/2

2π

∫ 1

−1

logw(x)√
1− x2

dx

x− z

)
. (10.1)

Exercise 19. Show that D(z) as given by (10.1) does indeed satisfy the
jump condition D+D− = w .

Exercise 20. Show that the Szegő function for the pure Jacobi weight
w(x) = (1− x)α(1 + x)β is given by

D(z) =

(
(z − 1)α(z + 1)β

ϕ(z)α+β

)1/2

,

with an appropriate branch of the square root.

Having D we can present the solution to the Riemann-Hilbert problem
for N as follows.

N(z) =

(
D∞ 0
0 1

D∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2







1
D(z) 0

0 D(z)


 , (10.2)

where

a(z) =
(z − 1)1/4

(z + 1)1/4
. (10.3)

Exercise 21. Check that the jump condition (N-RH2) and endpoint con-
ditions (N-RH4)–(N-RH5) are satisfied.
[Hint: The middle factor in the right-hand side of (10.2) appears as the
solution for the Riemann-Hilbert problem for N in case w ≡ 1, see Exercise
18.]
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Exercise 22. Show that detN(z) = 1 for z ∈ C \ [−1, 1].

11 Third transformation S 7→ R

Now we can perform the final transformation S 7→ R in the case α = β = − 1
2 .

We define
R(z) = S(z)N−1(z). (11.1)

Since S and N have the same jump across (−1, 1) it is easy to see that
R+(x) = R−(x) for x ∈ (−1, 1), so that R is analytic across (−1, 1). Then
R is analytic in C \ γ with possible singularities at ±1. Since detN = 1, we
have from (N-RH4)

N−1(z) = O
(
|z − 1|− 1

2 |z − 1|− 1
2

1 1

)

as z → 1. Thus

R(z) = O
(

1 |z − 1|− 1
2

1 |z − 1|− 1
2

)
O
(
|z − 1|− 1

2 |z − 1|− 1
2

1 1

)

= O
(
|z − 1|− 1

2 |z − 1|− 1
2

|z − 1|− 1
2 |z − 1|− 1

2

)

as z → 1. So all entries of R have an isolated singularity at z = 1 such that

Rij(z) = O
(
|z − 1|− 1

2

)
as z → 1. This implies that z = 1 is a removable

singularity. Similarly it follows that z = −1 is a removable singularity.

g

Fig. 6. Closed contour γ . R has a jump on γ only.

So R is analytic across the full interval [−1, 1], and so only has a jump
on γ , as shown in Figure 6. We have the following Riemann-Hilbert problem
for R .
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(R-RH1) R is analytic on C \ γ .
(R-RH2) R+(s) = R−(s)V (s) where

V (s) =





N(s)

(
1 0

1
w(s)ϕ(s)−2n 1

)
N−1(s) for s ∈ γ ∩ {Im z < 0},

N(s)

(
1 0

− 1
w(s)ϕ(s)−2n 1

)
N−1(s) for s ∈ γ ∩ {Im z > 0}.

(R-RH3) R(z) → I as z →∞ .

Observe that the jump matrix V (s) is close to the identity matrix if n is
large.

Exercise 23. Prove that V is analytic in a neighborhood Ω of γ , and that

‖V − I‖Ω = O
(
e−cn

)
as n→∞.

for some constant c > 0.

The Riemann-Hilbert problem for R is of the type discussed in Theorem
3.1. The problem is posed on a fixed contour γ (independent of n) and the
jump matrix V is analytic in a neighborhood of γ where it is close to the
identity. It follows from Theorem 3.1 that

R(z) = I +O
(
e−cn

)
(11.2)

uniformly for z in C \ γ . Tracing back the steps Y 7→ T 7→ S 7→ R we are
then able to find asymptotics for Y as n→∞ , and in particular for its (1, 1)
entry, which is the orthogonal polynomial πn .

Exercise 24. The analysis of Sections 9–11 goes through for all cases where
the parameters α and β satisfy {α, β} ⊂ {− 1

2 ,
1
2} . Work out the details for

α = β = 1
2 .

What goes wrong if α = 3
2 ?

12 Asymptotics for orthogonal polynomials (case
α = β = −

1

2
)

We repeat that the above analysis is valid for α = β = − 1
2 , and according to

the last exercise, can be extended to the cases α, β = ± 1
2 . Now we show how

to get asymptotics from (11.2) for the orthogonal polynomials and for related
quantities.

The easiest to obtain is asymptotics for z ∈ C \ [−1, 1]. For a given z ∈
C \ [−1, 1], we can open the lens around [−1, 1] so that z is in the exterior
of γ . Then by (7.1), (8.1), (11.1), and (11.2),
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Y (z) =

(
2−n 0
0 2n

)
T (z)

(
ϕ(z)n 0

0 ϕ(z)−n

)

=

(
2−n 0
0 2n

)
S(z)

(
ϕ(z)n 0

0 ϕ(z)−n

)

=

(
2−n 0
0 2n

)
R(z)N(z)

(
ϕ(z)n 0

0 ϕ(z)−n

)

=

(
2−n 0
0 2n

)(
I +O

(
e−cn

))
N(z)

(
ϕ(z)n 0

0 ϕ(z)−n

)

as n→∞ . For the orthogonal polynomial πn(z) = Y11(z) we get

πn(z) =

(
ϕ(z)

2

)n [
N11(z)

(
1 +O

(
e−cn

))
+N21(z)O

(
e−cn

)]
.

Since N11 does not become zero in C \ [−1, 1], we get the strong asymptotic
formula

πn(z) =

(
ϕ(z)

2

)n
N11(z)

(
1 +O

(
e−cn

))
(12.1)

as n→∞ . For N11(z) we have from (10.2) the explicit expression

N11(z) =
D∞
D(z)

a(z) + a(z)−1

2
(12.2)

in terms of the Szegő function D associated with w and the function a(z) =
(z−1)1/4

(z+1)1/4 . The formula (12.1) is valid uniformly for z in compact subsets of

C \ [−1, 1].
For asymptotics on the interval [−1, 1] we have to work somewhat harder,

the basic difference being that the transformation from T to S is non-trivial
now. We take z in the upper part of the lens. Then the transformations (7.1),
(8.1), and (11.1) yield
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Y (z) =

(
2−n 0
0 2n

)
T (z)

(
ϕ(z)n 0

0 ϕ(z)−n

)

=

(
2−n 0
0 2n

)
S(z)

(
1 0

1
w(z)ϕ(z)−2n 1

)(
ϕ(z)n 0

0 ϕ(z)−n

)

=

(
2−n 0
0 2n

)
R(z)N(z)

(
ϕ(z)n 0

1
w(z)ϕ(z)−n ϕ(z)−n

)

=

(
2−n 0
0 2n

)
R(z)

(
D∞ 0
0 D−1

∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2




×
(
D(z)−1 0

0 D(z)

)(
ϕ(z)n 0

1
w(z)ϕ(z)−n ϕ(z)−n

)
.

So for the first column of Y we have

(
2nY11(z)
2−nY21(z)

)
= R(z)

(
D∞ 0
0 D−1

∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2







ϕ(z)n

D(z)

D(z)
w(z)ϕ(z)n


 .

Now we take x ∈ [−1, 1], and we let z tend to x from the upper part of the
lens. So we have to take the +boundary values of all quantities involved. It
is tedious, but straightforward, to check that for x ∈ (−1, 1),

ϕ+(x) = x+
√

1− x2 = exp (i arccosx) ,

a+(x) + a−1
+ (x)

2
=

1√
2(1− x2)

1
4

exp

(
1

2
i arccosx− i

π

4

)
,

a+(x) − a−1
+ (x)

2i
=

1√
2(1− x2)

1
4

exp

(
−1

2
i arccosx+ i

π

4

)
,

D+(x) =
√
w(x) exp (−iψ(x)) ,

where ψ(x) is a real-valued function, which is given by

ψ(x) =

√
1− x2

2π

∫ 1

−1

logw(t)√
1− t2

dt

t− x
,

in which the integral is a principal value integral. Putting this all together we
find for the orthogonal polynomial πn(x) with x ∈ [−1, 1],
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πn(x) =

√
2D∞

2n
√
w(x)(1− x2)

1
4

[
R11(x) cos

((
n+

1

2

)
arccosx+ ψ(x) − π

4

)

− i

D2
∞
R12(x) cos

((
n− 1

2

)
arccosx+ ψ(x) − π

4

)]
,(12.3)

where
R11(x) = 1 +O

(
e−cn

)
, R12(x) = O

(
e−cn

)
. (12.4)

The asymptotic formula (12.3)–(12.4) is valid uniformly for x ∈ [−1, 1]. The
fact that this includes the endpoints ±1 is special to the case α = β = − 1

2 .
For more general α and β , the formula (12.3) continues to hold on compact
subsets of the open interval (−1, 1), but with error terms R11(x) = 1 +O( 1

n )
and R12(x) = O( 1

n ). Near the endpoints ±1, there is a different asymptotic
formula.

The formula (12.3) clearly displays the oscillatory behavior of πn(x) on the

interval [−1, 1]. The amplitude of the oscillations is
√

2D∞

2n
√
w(x)(1−x2)

1
4

and it is

easy to check that this remains bounded as x→ ±1. The main oscillating term
is cos

((
n+ 1

2

)
+ ψ(x)− π

4

)
with corrections that are exponentially small as

n→∞ .

Exercise 25. The orthogonal polynomials for the weight (1 − x2)−
1
2 are

the Chebyshev polynomials of the first kind Tn(x) with the property

Tn(x) = cos(n arccosx), x ∈ [−1, 1].

The monic Chebyshev polynomials are

πn(x) =
1

2n−1
Tn(x) if n ≥ 1.

Compare this with the asymptotic formula (12.3). What are R11 and R12

in this case?
[Hint: It may be shown that for a Jacobi weight (1 − x)α(1 + x)β one has

D∞ = 2−
α+β

2 and ψ(x) = α+β
2 arccosx− απ

2 .]

Exercise 26. The formula (12.3)–(12.4) is also valid for the case α = β = 1
2 .

This may seem strange at first since then the amplitude of the oscillations√
2D∞

2n
√
w(x)(1−x2)

1
4

is unbounded as x → ±1. Still the formula (12.3) is valid

uniformly on the closed interval [−1, 1]. How can this be explained?
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Exercise 27. Deduce from (12.1)–(12.4) that the coefficients an and bn in
the recurrence relation

xπn(x) = πn+1(x) + bnπn(x) + a2
nπn−1(x)

satisfy

an =
1

2
+O

(
e−cn

)
, bn = O

(
e−cn

)
. (12.5)

Remark related to exercise 27: Geronimo [19] made a thorough study
of orthogonal polynomials with recurrence coefficients that approach their
limits at an exponential rate. He showed that (12.5) holds, if and only if the

underlying orthogonality measure is a modified Jacobi weight (1− x)±
1
2 (1 +

x)±
1
2h(x), plus at most a finite number of discrete masspoints outside [−1, 1].

I thank Jeff Geronimo for this remark.

13 Case of general α and β

For the case of a modified Jacobi weight (1 − x)α(1 + x)βh(x) with general
exponents α, β > −1, we cannot do the transformation T 7→ S as described
in Section 9. In general we have to stay with the transformation T 7→ S as
in Section 8. So we are left with a Riemann-Hilbert problem on a system of
contours as shown in Figure 3.

We continue to use the Szegő function D(z) characterized by (D-RH1)–
(D-RH5), and the solution of the model Riemann-Hilbert problem

N(z) =

(
D∞ 0
0 1

D∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2







1
D(z) 0

0 D(z)


 ,

with a(z) = (z−1)
1
4

(z+1)
1
4

. Note that N satisfies

(N-RH1) N is analytic in C \ [−1, 1].

(N-RH2) N+(x) = N−(x)

(
0 w(x)

− 1
w(x) 0

)
for x ∈ (−1, 1).

(N-RH3) N(z) → I as z →∞ .

The aim is again to prove that S is close to N if n is large. However,
the attempt to define R = SN−1 and prove that R ∼ I does not work. The
problem lies near the endpoints ±1, as SN−1 is not bounded near ±1.

The way out of this is a local analysis near the endpoints ±1. We are
going to construct a so-called local parametrix P in a disk {|z − 1| < δ}
centered at 1, where δ is a small, but fixed, positive number. The parametrix
should satisfy the following local Riemann-Hilbert problem

(P-RH1) P is analytic in {|z−1| < δ}\Σ and continuous in {|z−1| ≤ δ}\Σ .
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(P-RH2) P has the same jumps as S on Σ ∩ {|z − 1| < δ} .

(P-RH3) P =

(
I +O

(
1

n

))
N as n→∞ , uniformly on |z − 1| = δ .

(P-RH4) P has the same behavior as S near 1.

Instead of an asymptotic condition, we now have in (P-RH3) a matching
condition.

Similarly, we need a parametrix P̃ near −1 which should satisfy

(P̃ -RH1) P̃ is analytic in {|z+1| < δ}\Σ and continuous in {|z+1| ≤ δ}\Σ .
(P̃ -RH2) P̃ has the same jumps as S on Σ ∩ {|z + 1| < δ} .

(P̃ -RH3) P̃ =

(
I +O

(
1

n

))
N as n→∞ , uniformly on |z + 1| = δ .

(P̃ -RH4) P̃ has the same behavior as S near −1.

The construction of a local parametrix is done in [7, 9] with the help of
Airy functions. Here we will need Bessel functions of order α . In the next
section, we will outline the construction of P . In the remaining part of this
section we will discuss how the transformation S 7→ R will be, assuming that
we can find P and P̃ .

We define R by

R(z) =





S(z)N(z)−1 if |z − 1| > δ and |z + 1| > δ,

S(z)P (z)−1 if |z − 1| < δ,

S(z)P̃ (z)−1 if |z + 1| < δ.

(13.1)

Then R is analytic outside the system of contours γ shown in Figure 7.

-1 1

++

+

+

--

-

-

Fig. 7. System of contours γ so that R is analytic in
�
\γ . The system of contours

γ consists of two circles of radius δ centered at ±1, and two arcs joining these two
circles.

R satisfies
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(R-RH1) R is analytic on C \ γ .
(R-RH2) R+ = R−V on γ where

V =





PN−1 = I +O
(

1
n

)
for |z − 1| = δ,

P̃N−1 = I +O
(

1
n

)
for |z + 1| = δ,

N

(
1 0

1
wϕ

−2n 1

)
N−1 = I +O (e−cn)

on (Σ1 ∪Σ2) ∩ {|z − 1| > δ, |z + 1| > δ}.

(R-RH3) R(z) = I +O
(

1

z

)
as z →∞ .

(R-RH4) R remains bounded at the four points of self-intersection of γ .

Now the jump matrices are I +O
(

1
n

)
uniformly on γ . The contour γ is

not a simple closed contour as in Theorem 3.1, so we cannot use that theorem
directly. However, we can use the ideas in its proof to establish that we have
R(z) = I +O

(
1
n

)
.

Exercise 28. Prove that

R(z) = I +O
(

1

n

)
(13.2)

as n→∞ , uniformly for z ∈ C \ γ .

14 Construction of the local parametrix

The construction of the local parametrix P follows along a number of steps.
More details can be found in [23].

Step 1: Reduction to constant jumps

We put for z ∈ U \ (−∞, 1],

W (z) =
(
(z − 1)α(z + 1)βh(z)

)1/2
,

where the branch of the square root is taken which is positive for z > 1. We
seek P in the form

P = P (1)

(
W−1ϕ−n 0

0 Wϕn

)
.

In order to have (P-RH1), (P-RH2), and (P-RH4), we then get that P (1)

should satisfy

(P1-RH1) P (1) is analytic in {|z − 1| < δ} \Σ and continuous in {|z − 1| ≤
δ} \Σ .
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(P1-RH2) P
(1)
+ = P

(1)
−

(
1 0

eαπi 1

)
on Σo

1 ∩ {|z − 1| < δ} ,

P
(1)
+ = P

(1)
−

(
0 1
−1 0

)
on (1− δ, 1),

P
(1)
+ = P

(1)
−

(
1 0

e−απi 1

)
on Σo

3 ∩ {|z − 1| < δ} .

(P1-RH4) Conditions as z → 1:

• If α < 0, then P (1)(z) = O
(
|z − 1|α/2 |z − 1|α/2
|z − 1|α/2 |z − 1|α/2

)
.

• If α = 0, then P (1)(z) = O
(

log |z − 1| log |z − 1|
log |z − 1| log |z − 1|

)
.

• If α > 0, then

P (1)(z) =





O
(
|z − 1|α/2 |z − 1|−α/2
|z − 1|α/2 |z − 1|−α/2

)
as z → 1 outside the lens,

O
(
|z − 1|−α/2 |z − 1|−α/2
|z − 1|−α/2 |z − 1|−α/2

)
as z → 1 inside the lens.

For the moment we ignore the matching condition.

Step 2: Model Riemann-Hilbert problem

The constant jump problem we have for P (1) leads to a model problem for Ψ ,
defined in an auxiliary ζ -plane. The problem is posed on three semi-infinite
rays γ1 , γ2 , and γ3 , where γ2 is the negative real axis, γ1 = {arg ζ = σ} ,
and γ3 = {arg ζ = −σ} . Here σ is some angle in (0, π), see Figure 8.

The Riemann-Hilbert problem for Ψ is:

(Ψ -RH1) Ψ is analytic in C \ (γ1 ∪ γ2 ∪ γ3),

(Ψ -RH2) Ψ+ = Ψ−

(
1 0

eαπi 1

)
on γo1 ,

Ψ+ = Ψ−

(
0 1
−1 0

)
on γo2 ,

Ψ+ = Ψ−

(
1 0

e−απi 1

)
on γo3 .

(Ψ -RH4) Conditions as ζ → 0:

• If α < 0, then Ψ(ζ) = O
(
|ζ|α/2 |ζ|α/2
|ζ|α/2 |ζ|α/2

)
.

• If α = 0, then Ψ(ζ) = O
(

log |ζ| log |ζ|
log |ζ| log |ζ|

)
.

• If α > 0, then

Ψ(ζ) =





O
(
|ζ|α/2 |ζ|−α/2
|ζ|α/2 |ζ|−α/2

)
as ζ → 0 with | arg ζ| < σ,

O
(
|ζ|−α/2 |ζ|−α/2
|ζ|−α/2 |ζ|−α/2

)
as ζ → 0 with σ < | arg ζ| < π.
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s

g1

g2

g3

+

+

+

-

-

-

0

Fig. 8. Contours for the Riemann-Hilbert problem for Ψ .

There is no asymptotic condition (Ψ -RH3) for Ψ , so we cannot expect to
have a unique solution. Indeed, there are in fact many solutions. In the next
step we will construct one solution out of modified Bessel functions.

Step 3: Solution of model Riemann-Hilbert problem

The solution of the Riemann-Hilbert problem for Ψ will be built out of mod-
ified Bessel functions of order α , namely Iα and Kα . These are solutions of
the modified Bessel differential equation

y′′ +
1

ζ
y′ −

(
1− α2

ζ2

)
y = 0.

The two functions Iα(2ζ1/2) and Kα(2ζ1/2) satisfy

y′′ − 1

ζ

(
1 +

α2

4ζ

)
y = 0.

We consider these functions for | arg ζ| < π . On the negative real axis there
is a jump. In fact we have the connection formulas, see [1, 9.6.30-31],
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Iα(2ζ1/2)+ = eαπiIα(2ζ1/2)−

Kα(2ζ1/2)+ = e−απiKα(2ζ1/2)− − πiIα(2ζ1/2)−

for ζ on the negative real axis, oriented from left to right. We can put this in
matrix-vector form

(
Iα(2ζ1/2) i

πKα(2ζ1/2)
)
+

=
(
Iα(2ζ1/2) i

πKα(2ζ1/2)
)
−

(
eαπi 1
0 e−απi

)
.

Since the jump matrix is constant, it follows that the vector of derivatives
satisfies the same jumps, and also if we multiply this vector by 2πiζ . This
has the effect of creating a matrix with determinant 1, due to the Wronskian
relation [1, 9.6.15]). Thus




Iα(2ζ1/2) i
πKα(2ζ1/2)

2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′
α(2ζ1/2)




+

=




Iα(2ζ1/2) i
πKα(2ζ1/2)

2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′
α(2ζ1/2)



−

(
eαπi 1
0 e−απi

)
.

Now we have, as is easy to check,
(
eαπi 1
0 e−απi

)
=

(
1 0

e−απi 1

)(
0 1
−1 0

)(
1 0

eαπi 1

)
.

This last product consists exactly of the three jump matrices in the Riemann-
Hilbert problem for Ψ . It follows that if we define Ψ by

Ψ(ζ) =





Ψ0(ζ) for | arg ζ| < σ,

Ψ0(ζ)

(
1 0

−eαπi 1

)
for σ < arg ζ < π,

Ψ0(ζ)

(
1 0

e−απi 1

)
for− π < arg ζ < −σ,

(14.1)

where

Ψ0(ζ) =




Iα(2ζ1/2) i
πKα(2ζ1/2)

2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′
α(2ζ1/2)


 , (14.2)

then Ψ satisfies the jump condition (Ψ -RH2). Clearly, (Ψ -RH1) is also satis-
fied. Because of the known behavior of the modified Bessel functions near 0,
see [1, 9.6.7–9], Ψ also has the behavior (Ψ -RH4) near 0.

Step 4: Construction of P (1)

Define for z ∈ C \ (−∞, 1],
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f(z) =
1

4
[logϕ(z)]

2
, (14.3)

where we choose the principal branch of the logarithm. Since ϕ+(x)ϕ−(x) =
1 for x ∈ (−1, 1), we easily get that f+(x) = f−(x). So f is analytic in
C \ (−∞,−1]. The behavior near z = 1 is

f(z) =
1

2
(z − 1)− 1

12
(z − 1)2 +O((z − 1)3) as z → 1.

So f is a conformal mapping of a neighborhood of 1 onto a neighborhood
of 0. We choose δ > 0 sufficiently small so that ζ = f(z) maps the disk
{|z − 1| < δ} conformally onto a convex neighborhood of 0 in the ζ -plane.
We still have some freedom in the precise location of the contours Σ1 and
Σ3 . Here we use this freedom to specify that Σ1 ∩ {|z − 1| < δ} should be
mapped by f to a part of the ray arg ζ = σ (we choose any σ ∈ (0, π)), and
Σ3 ∩ {|z − 1| < δ} to a part of the ray arg ζ = −σ .

Then Ψ(n2f(z)) satisfies the properties (P1-RH1), (P1-RH2), and (P1-
RH4) of the Riemann-Hilbert problem for P (1) . This would actually be the
case for any choice of conformal map ζ = f(z), mapping z = 1 to ζ = 0,
and which is real and positive for z > 1. The specific choice of f is dictated
by the matching condition for P , which we will look at in a minute. This will
also explain the factor n2 . But this will not be enough to be able to do the
matching. There is an additional freedom we have in multiplying Ψ(n2f(z))
on the left by an analytic factor. So we put

P (1)(z) = E(z)Ψ(n2f(z)), (14.4)

where E is an analytic 2× 2 matrix valued function in {|z − 1| < δ} . It will
depend on n . The precise form of E will be given in the next subsection.

Exercise 29. Show that for any analytic factor E the definition (14.4) gives
a matrix valued function P (1) that satisfies the jump condition (P1-RH2)
and the condition (P1-RH4) near 1.

Step 5: The matching condition

The parametrix P we now have is

P (z) = E(z)Ψ(n2f(z))

(
W (z)−1ϕ(z)−n 0

0 W (z)ϕ(z)n

)
(14.5)

where we have not specified E yet. The conditions (P-RH1), (P-RH2), and
(P-RH4) are satisfied. We also have to take care of the matching condition

P (z) =

(
I +O

(
1

n

))
N(z) for |z − 1| = δ.

To achieve the matching, E(z) should be close to
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N(z)

(
W (z)ϕ(z)n 0

0 W (z)−1ϕ(z)−n

)[
Ψ(n2f(z))

]−1
.

The idea is to replace Ψ here with an approximation Ψa . For fixed z with
|z − 1| = δ , the function Ψ(ζ) is evaluated at ζ = n2f(z), which grows
as n → ∞ . So to figure out what approximation Ψa to use, we need large
ζ asymptotics of the modified Bessel functions and their derivatives. These
functions have a known asymptotic expansion, see [1, 9.7.1–4]. From this it
follows that

Ψ(ζ) =

(
1√
2π
ζ−1/4 0

0
√

2πζ1/4

)
1√
2

(
1 +O(ζ−

1
2 ) i+O(ζ−

1
2 )

i+O(ζ−
1
2 ) 1 +O(ζ−

1
2 )

)

(
e2ζ

1/2

0

0 e−2ζ1/2

)
.

Now we ignore the O(ζ−
1
2 ) terms, and we put

Ψa(ζ) =

(
1√
2π
ζ−1/4 0

0
√

2πζ1/4

)
1√
2

(
1 i
i 1

)(
e2ζ

1/2

0

0 e−2ζ1/2

)
,

and then define

E(z) = N(z)

(
W (z)ϕ(z)n 0

0 W (z)−1ϕ(z)−n

)[
Ψa(n2f(z))

]−1
.

Note that e−2ζ1/2

= ϕ(z)n for ζ = n2f(z). Thus

E(z) = N(z)

(
W (z) 0

0 W (z)−1

)
1√
2

(
1 −i
−i 1

)

(√
2πnf(z)1/4 0

0 1√
2πn

f(z)−1/4

)
. (14.6)

The fact that the exponential factor ϕ(z)n gets cancelled is the reason for the
choice of the mapping f and the factor n2 in Ψ(n2f(z)). With this choice for
E , it is easy to check that P satisfies the matching condition (P-RH3). We
leave it as an exercise to show that E is analytic in a full neighborhood of 1.
This completes the construction of the parametrix P in the neighborhood of
1.

A similar construction with modified Bessel functions of order β yields a
parametrix P̃ in the neighborhood of −1.
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Exercise 30.

(a) Show that E+(x) = E−(x) for x ∈ (1 − δ, 1), so that E is analytic
across (1− δ, 1).
[Hint: On (1 − δ, 1) we have (f 1/4)+ = i(f1/4)− , W+W− = w , and

N+ = N−

(
0 w
− 1
w 0

)
.]

(b) Show that the isolated singularity of E at 1 is removable.
[Hint: Use that W (z)/D(z) is bounded and bounded away from zero
near z = 1.]

15 Asymptotics for orthogonal polynomials (general
case)

Knowing that we can construct the local parametrices P and P̃ we can go
back to Section 13 and conclude that R(z) = I+O( 1

n ) uniformly for z ∈ C\γ ,
where γ is the system of contours shown in Figure 7.

Then we can go back to our transformations Y 7→ T 7→ S 7→ R , to
obtain asymptotics for Y , and in particular for the orthogonal polynomial
πn(z) = Y11(z). We summarize here the results. For z ∈ C\ [−1, 1], we obtain

πn(z) =
ϕ(z)n

2n
D∞
D(z)

a(z) + a(z)−1

2

(
1 +O

(
1

n

))
. (15.1)

The O( 1
n ) term is uniform for z in compact subsets of C\[−1, 1]. The formula

is the same as the one (15.1) we found for the case α = β = − 1
2 , except for

the error term.
For x ∈ (−1 + δ, 1− δ), we obtain

πn(x) =

√
2D∞

2n
√
w(x)(1− x2)1/4(

cos

((
n+

1

2

)
arccosx+ ψ(x)− π

4

)
+O

(
1

n

))
, (15.2)

where ψ(x) = − argD+(x), compare also with (12.1).

Exercise 31. Check that we obtain (15.2) from taking the sum of + and
− boundary values for the asymptotics (15.1) valid in C \ [−1, 1].

Near the endpoints ±1 the asymptotic formula for πn(x) involves Bessel
functions. For z in the upper part of the lens, inside the disk {|z − 1| < δ} ,
the expression for Y (z) involves a product of no less than thirteen matrices
(even after some simplifications). To summarize we have by (7.1), (8.1), and
(13.1),
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Y (z) =

(
2−n 0
0 2n

)
R(z)P (z)

(
1 0

1
wϕ(z)−2n 1

)(
ϕ(z)n 0

0 ϕ(z)−n

)
, (15.3)

with (due to (14.5), (14.6), (10.2), and (14.1)),

P (z) = E(z)Ψ(n2f(z))

(
W (z)−1ϕ(z)−n 0

0 W (z)ϕ(z)n

)
,

E(z) = N(z)

(
W (z) 0

0 W (z)−1

)
1√
2

(
1 −i
−i 1

)(√
2πnf(z)1/4 0

0 1√
2πn

f(z)−1/4

)
,

N(z) =

(
D∞ 0
0 D−1

∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2



(
D(z)−1 0

0 D(z)

)
,

and

Ψ(ζ) =




Iα(2ζ1/2) i
πKα(2ζ1/2)

2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′
α(2ζ1/2)



(

1 0
−eαπi 1

)
.

We start to evaluate the product (15.3) at the right. Plugging in the for-
mula for P (z), we get

Y (z) =

(
2−n 0
0 2n

)
R(z)E(z)Ψ(n2f(z))

(
W (z)−1 0
W (z)
w(z) W (z)

)
.

Since W (z) = w(z)1/2e
1
2απi in the region under consideration, we have

Y (z) =

(
2−n 0
0 2n

)
R(z)E(z)Ψ(n2f(z))

(
e−

1
2απi 0

e
1
2απi e

1
2απi

)

(
w(z)−1/2 0

0 w(z)1/2

)
. (15.4)

Using the expression for Ψ(ζ), we get with ζ = n2f(z),

(
2n 0
0 2−n

)
Y (z)

(
w(z)1/2 0

0 w(z)−1/2

)

= R(z)E(z)




Iα(2ζ1/2) i
πKα(2ζ1/2)

2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′
α(2ζ1/2)



(
e−

1
2απi 0

0 e
1
2απi

)
.

At this point we see that the first column of Y (z) can be expressed in terms
of Iα and I ′α only. It will not involve Kα and K ′

α . Continuing now only with
the first column and focusing on the (1, 1) entry, we get
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(
πn(z)
∗

)
=

1

2nw(z)1/2e
1
2απi

R(z)E(z)

(
1 0

0 2πnf(z)1/2

)(
Iα(2ζ1/2)

iI ′α(2ζ1/2)

)
,

(15.5)
where ∗ denotes an unspecified entry. Looking now at the formula for E(z),
we see that we pick up an overall factor

√
2πnf(z)1/4 . We get from (15.5)

(
πn(z)
∗

)
=

√
2πnf(z)1/4

2nw(z)1/2e
1
2απi

R(z)N(z)

(
W (z) 0

0 W (z)−1

)
1√
2

(
1 −i
−i 1

)(
Iα(2ζ1/2)
iI ′α(2ζ1/2)

)
.

Next, we plug in the formula for N to obtain

(
πn(z)
∗

)
=

√
2πnf(z)1/4

2nw(z)1/2e
1
2απi

R(z)

(
D∞ 0
0 D−1

∞

)


a(z)+a−1(z)

2
a(z)−a−1(z)

2i

a(z)−a−1(z)
−2i

a(z)+a−1(z)
2




(
W (z)
D(z) 0

0 D(z)
W (z)

)
1√
2

(
1 −i
−i 1

)(
Iα(2ζ1/2)
iI ′α(2ζ1/2)

)
, (15.6)

where we still have ζ = n2f(z).
Now we choose x ∈ (1− δ, 1] and let z → x from within the upper part of

the lens. The asymptotics for πn(x) will then involve the +boundary values
of all functions appearing in (15.6). First we note that f(x) = − 1

4 (arccosx)2 ,
so that

f(z)1/4 → e
1
4πi

√
arccosx√

2
.

We also get that
(
Iα(2ζ1/2)
iI ′α(2ζ1/2)

)
→ e

1
2απi

(
Jα(n arccosx)
J ′α(n arccosx)

)
,

where Jα is the usual Bessel function. Note also that

a+(x) + a−1
+ (x)

2
=

exp
(

1
2 i arccosx− iπ4

)
√

2(1− x2)
1
4

and
a+(x) − a−1

+ (x)

2i
=

exp
(
− 1

2 i arccosx+ iπ4
)

√
2(1− x2)

1
4

so that
(
a(z)+a−1(z)

2
a(z)−a−1(z)

2i
a(z)−a−1(z)

−2i
a(z)+a−1(z)

2

)

→ 1√
2(1− x2)

1
4

(
e

1
2 i arccosx−iπ

4 e−
1
2 i arccosx+i

π
4

−e− 1
2 i arccosx+i

π
4 e

1
2 i arccosx−iπ

4

)
.
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Finally we have that W+(x) =
√
w(x)e

1
2απi and D+(x) =

√
w(x)e−iψ(x) , so

that
W (z)

D(z)
→ e

1
2απi+ψ(x)i.

We get from (15.6)

(
πn(x)
∗

)
=

√
πn arccosxe

1
4πi

2n
√
w(x)

√
2(1− x2)1/4

R(x)

(
D∞ 0
0 D−1

∞

)

×
(

e
1
2 i arccosx−iπ

4 e−
1
2 i arccosx+i

π
4

−e− 1
2 i arccosx+i

π
4 e

1
2 i arccosx−iπ

4

)

×
(
e

1
2απi+ψ(x)i 0

0 e−
1
2απi−ψ(x)i

)
1√
2

(
1 −i
−i 1

)(
Jα(n arccosx)
J ′α(n arccosx)

)
(15.7)

=

√
πn arccosx

2n
√
w(x)(1− x2)1/4

R(x)

(
D∞ 0
0 −iD−1

∞

)

×
(

cos(ζ1(x)) sin(ζ1(x))
cos(ζ2(x)) sin(ζ2(x))

)(
Jα(n arccosx)
J ′α(n arccosx)

)
, (15.8)

where

ζ1(x) =
1

2
arccosx+

1

2
απ + ψ(x), ζ2(x) = −1

2
arccosx+

1

2
απ + ψ(x).

Exercise 32. Check that the formula for πn(x) remains bounded as x→ 1.

[Hint: First note that
√

arccosx
(1−x2)1/4 has a limit for x → 1. Next, we should

combine 1√
w(x)

with the Bessel functions Jα(n arccosx) and J ′α(n arccosx).

Since Jα(z) ∼ 1
Γ (α+1)

(
z
2

)α
as z → 0, we get that Jα(n arccosx)√

w(x)
has a limit

as x → 1. Finally, we should control
J′α(n arccosx)√

w(x)
, which is unbounded as

x→ 1 (unless α = 0). However it gets multiplied by sin ζ1(x) and sin ζ2(x).
It may be shown that ζj(x) = O(

√
1− x) as x→ 1 for j = 1, 2, and this is

enough to show that sin ζj(x)
J′α(n arccosx)√

w(x)
remains bounded as well.]

Exercise 33. Show that, uniformly for θ in compact subsets of C ,

lim
n→∞

1

nα2n

(
2n+ α+ β

n

)
πn

(
cos

θ

n

)
= C(h)

(
2

θ

)α
Jα(θ), (15.9)

where the constant C(h) is given by

C(h) = exp

(
1

2π

∫ 1

−1

logh(x) − logh(1)√
1− x2

dx

)
.
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The limit (15.9) is the so-called Mehler-Heine formula, which is well-known
for Jacobi polynomials, that is, for h ≡ 1, see, e.g., [1, 22.15.1] or [31]. From
(15.9) one obtains the asymptotics of the largest zeros of πn . Indeed, if 1 >

x
(n)
1 > x

(n)
2 > · · · denote the zeros of πn , numbered in decreasing order, then

(15.9) and Hurwitz’s theorem imply that, for every ν ∈ N ,

lim
n→∞

2n2
(
1− x(n)

ν

)
= j2α,ν ,

where 0 < jα,1 < jα,2 < · · · < jα,ν < · · · are the positive zeros of the Bessel
function Jα . This property is well-known for Jacobi polynomials [1, 22.16.1].
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