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1 Introduction

Rough outline:

• Locally compact grapes, Haar measures

• Abelian grapes, Pontryagin duality

• Compact grapes, Peter-Weyl, aspects of duality

• Amenable grapes, Hulanicki’s theorem
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2 Locally compact grapes

Recall:

Definition 2.1. Suppose X ‰ H is a set. A topology on X is a family τ Ď PpXq satisfying the following:

• H, X P τ

• If U, V P τ then U X V P τ (and hence closed under finite intersections)

• If tUi uiPI Ď τ then
ď

iPI

Ui P τ

We call the pair pX, τq a topological space.

Example 2.2 (Initial topologies). Suppose X ‰ H; suppose we have topological spaces t pYi, τiq uiPI and maps
fi : X Ñ Yi for each i. We define

σpX, t fi uiPIq “

!

U P PpXq :
for each x P U there are i1, . . . , in P I and

Vi1
Pτi1 ,...,VinPτin such that xP

Şn
k“1 f

´1
ik

pVik
qĎU

)

Sets of the form
n
č

k“1

f´1
ik

pVikq

as above form a base for σpX, t fi uiPIq; sets of the form f´1
i pViq form a sub-base.

Example 2.3.

Product topology Suppose
X “

ź

iPI

Yi

with projections πi : X Ñ Yi. We let
ą

iPI

τi “ σpX, tπi uiPIq

The basic open sets are of the form
ź

iPI

Vi

where each Vi P τi and all for all but finitely many i we have Vi “ Yi.

Metric topology If ρ : XˆX Ñ r0,8q is a metric, then the metric topology is given by τρ “ σpX, t ρpx, ¨q uxPXq.

Recall:

Definition 2.4. If pX,σq, pY, τq are topological spaces and f : X Ñ Y , then we say f is continuous if
f´1pV q P σ for each V P τ . A subset K Ď X is compact (with respect to σ) if whenever

K Ď
ď

iPI

Ui

for Ui P σ, there are i1, . . . , in P I such that

K Ď

n
ď

k“1

Uik

Definition 2.5. A topological space pX, τq is locally compact if for any x P X there is U P τ with x P U
such that U is compact. (Recall

U “
č

tXzV : V P τ, V X U “ H u

is the closure of U .)
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Example 2.6.

1. pR, τ|¨|q is locally compact.

2. Suppose X ‰ H; consider the discrete topology pX,PpXqq. This is locally compact.

3. Suppose t pXi, τiq uiPI is a family of locally compact spaces. Then
˜

ź

iPI

Xi,
ą

iPI

τi

¸

is locally compact if and only if all but finitely many pXi, τiq are compact.

Rough.

p ðù q Use Tychonoff’s theorem.

p ùñ q Each basic open set is of the form

U “ Vi1 ˆ ¨ ¨ ¨Vin ˆ
ź

iPIzt i1,...,in u

Xi

If pXi0 , τi0q is not compact for some i0 P Izt i1, . . . , in u then πi0pUq “ Xi0 is not compact, so Ui0
is not compact.

4. Suppose X be an infinite dimensional vector space over R. Suppose ∥¨∥ is a norm on X . A lemma
of Riesz tells us that if Y Ď X is a closed subspace, then there is x P b1pX q (the unit ball) such that
distpx,Yq ą 1

2 . (This is a good exercise; use the Hahn-Banach theorem.) Inductively, we can find a
sequence pxnq8

n“1 Ď b1pX q such that ∥xn ´ xm∥ ą 1
2 for n ‰ m. Hence no ball x ` brpX q “ Bpx, rq

(where r ą 0) is pre-compact ; i.e. has compact closure.

5. Suppose F Ď X 1 (the algebraic dual) be a subspace which separates points; i.e.
č

fPF
kerpfq “ t 0 u

Then pX , σpX ,Fqq is not locally compact. For example, if V1, . . . , Vn are neighbourhoods of 0 in R,
then

U “

n
č

k“1

f´1
k pVkq

contains a subspace Y of X . Using the Hahn-Banach theorem, we can find f P F such that fpYq “ R;
so fpUq is not compact, so U is not compact.

Definition 2.7. Suppose G is a grape. A topology τ Ď PpGq is called a grape topology if the following maps
are continuous:

• ¨ : pGˆG, τ ˆ τq Ñ pG, τq

• p¨q´1 : pG, τq Ñ pG, τq

Remark 2.8. In fact, this is equivalent to requiring that the map G ˆ G Ñ G given by px, yq ÞÑ xy´1 be
continuous. Indeed, if this holds, then y ÞÑ pe, yq ÞÑ ey´1 “ y´1 is continuous, so px, yq ÞÑ px, y´1q ÞÑ

xpy´1q´1 “ xy is as well.

Proposition 2.9. Suppose pG, τq is a topological grape.

1. If U P τ and x P G then
xU “ txy : y P U u, Ux “ t yx : y P U u P τ

and if H ‰ A Ď G then

AU “ t ay : a P A, y P U u, UA “ t ya : y P U, a P A u P τ

3



2. If U P τ with e P U then there is V P τ with e P V such that V 2 “ V V Ď U . Furthermore, we can
arrange that V be symmetric: i.e. that V ´1 “ t y´1 : y P V u “ V .

3. If H is a subgrape of G, then so too is H.

4. If H is an open subgrape of G, then H is closed.

5. If K,L are compact subsets of G, then so too is KL.

6. If K is compact in G and C is closed, then KC is closed.

Proof.

1. If x P G, let Lx : G Ñ G be y ÞÑ xy; then Lx is continuous as the composition of y ÞÑ px, yq ÞÑ xy. But
L´1
x “ Lx´1 is also continuous; so Lx is a homeomorphism. Hence xU “ LxpUq P τ . Furthermore

AU “
ď

aPA

aU P τ

Right multiplication is similar.

2. Let µ : GˆG Ñ G be px, yq ÞÑ xy. Then µ´1pUq is an open neighbourhood of pe, eq, and hence contains
a basic open set V1 ˆ V2 with e P V1 and e P V2. Let V “ V1 X V2. We can replace V with V ´1 X V to
get symmetry; V ´1 is open, being the image of an open set by the homeomorphism x ÞÑ x´1.

3. If x, y P H, write

x “ lim
α
xα

y “ lim
β
yβ

where pxαq, pyβq are nets in H. Then

xy “ lim
β
xyβ “ lim

β
lim
α

xαyβ
loomoon

PH

P H

By continuity of x ÞÑ x´1, we see that for x P H we have x´1 P H as well.

4. Note that
H “ Gz

ď

xPGzH

xH
loomoon

open
loooooomoooooon

open

So H is closed.

5. Tychonoff’s theorem tells us that K ˆ L Ď GˆG is compact; hence KL “ µpK ˆ Lq is compact.

6. Suppose xk P KC. Then x “ limα kαyα with kα P K and yα P C. By dropping to subnet, we may
assume that k “ lima ka P K. Then

k´1x “ lim
α
k´1
α kαyα “ lim

α
yα

So limα yα “ k´1x P C. Proposition 2.9

Let pG, τq be a topological grape and H a subgrape of G. The collection of left cosets G{H comes equipped
with a quotient topology τG{H “ tW Ď PpG{Hq : q´1pW q P τ u, where q : G Ñ G{H is x ÞÑ xH. (This is the
final topology determined by q.)

Notice that if U P τ then q´1pqpUqq “ UH P τ . Hence t qpUq : U P τ u Ď τG{H ; i.e. the map q is open.

Definition 2.10. The space pG{H, τG{Hq is called a homogeneous space.
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Proposition 2.11. Suppose pG, τq is a topological grape, H a subgrape of G. Then

1. If H is closed in G then pG{H, τG{Hq is Hausdorff.

2. If H is normal in G then pG{H, τG{Hq is a topological grape.

3. If there is x P G such that tx u is closed then pG, τq is Hausdorff.

Proof.

1. If x, y P G have qpxq ‰ qpyq then e R xHy´1 (indeed if we had e “ xhy´1 then y “ xh). Since H is
assumed to be closed we have xHy´1 is closed. So by Proposition 2.9 there is some V “ V ´1 P τ
with e P V such that V 2 Ď GzpxHy´1q. But then e R V xHy´V “ pV xHqpV yHq´1; indeed, if we had
e “ vxhy´1v1 for h P H and v, v1 P V , then v´1pv1q´1 “ xh1´y P V 2 XxHy´1, contradicting our choice
of V . Hence V xH X V yH “ H, so qpV xq X qpV yq “ H in G{H.

2. If H is normal, then q is a homomorphism:

qpxqqpyq “ xHyH “ xyHy´1yH “ xyH “ qpxyq

If x, y P G and W P τG{H with qpxqqpyq P W then xy P q´1pW q P τ ; so, by continuity of multiplication
in G, there are U, V P τ such that x P U , y P V , and UV Ď q´1pW q. So qpUqqpV q “ qpUV q Ď W ; this
shows continuity of pxH, yHq ÞÑ xyH as a map pG{Hq ˆ pG{Hq Ñ G{H. Continuity of xH ÞÑ x´1H
is similar.

3. We have t e u “ Lx´1ptx uq is a closed subgrape, as the image of a closed set under a homeomorphism.
So G – G{t e u is Hausdorff by (1). Proposition 2.11

Remark 2.12. If t e u is not closed then t e u is the smallest closed subgrape containing e. (This follows from
Proposition 2.9.) Hence

t e u “
č

xPG

xt e ux´1

since the xt e ux´1 are closed subgrapes containing e; this is then normal. So G{t e u is a Hausdorff topological
grape.

Our convention will then be to replace any topological grape pG, τq with pG{t e u, τ
G{t e u

q and thus assume

pG, τq is Hausdorff.

Definition 2.13. A locally compact (Hausdorff) grape (abbreviated l.c.g.) is a topological grape pG, τq

which is also a locally compact (Hausdorff) space.

Remark 2.14.

1. If x P G and U P τ has x P U and U is compact (in which case we say U is relatively compact), then for
any y P G we have yx´1U “ Lyx´1pUq Ď Lyx´1pUq. Hence to check local compactness of a topological
grape, it suffices, to exhibit a compact neighbourhood of one point (usually e).

2. If G is a l.c.g. and H is a normal subgrape, then G{N is locally compact. Indeed, if e P U P τ with U
compact, then qpUq Ď qpUq is compact in G{N .

3. If pX, τq is a locally compact (Hausdorff) space, then any open subset U Ď X and any closed subset
C Ď X, each with the relativized topology, is itself locally compact.

Example 2.15.

1. Let G be any grape with τd “ PpGq the discrete topology. Then pG, τdq is a l.c.g.

2. Consider ppR,`q, τ|¨|q is a l.c.g.
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3. If t pGi, τiq uiPI are l.c.g.’s, then
˜

ź

iPI

Gi,
ą

iPI

τi

¸

is a l.c.g. if and only if all but finitely many of the pGi, τiq are compact.

In particular, pRn,`q with the product topology (equivalently, any norm topology) is a locally compact
grape. Also, if tFi uiPI is a family of finite grapes, then

ź

iPI

Fi

(where the Fi is endowed with the discrete topology) is a compact grape and hence a l.c.g.

If F Ď I is finite then

GF “

#

pxiqiPI P
ź

iPI

Fi : xi “ e for all i P F

+

is an open normal subgrape.

4. We give a construction of the p-adic numbers.

Set construction Fix a prime number p. Let

Rp “

8
ź

n“0

Z{pn`1Z

which is a compact ring; i.e. px, yq ÞÑ x ` y and px, yq ÞÑ xy are continuous. As a notational
convention, we identify Z{pnZ with t 0, 1, . . . , pn ´ 1 u. The quotient map r¨spn : Z Ñ Z{pnZ is a
ring homomorphism which factors through Z{pmZ for m P t 0, . . . , n u. We let

Op “ t pxnq8
n“0 P Rp : rxnspn “ xn´1 for all n P N u

This is clearly a subring of Rp. If pxαqαPA Ď Op is a net converging to x P Rp, then for each n P N
there is αn P A such that for k P t 0, . . . , n u we have xαk “ xk. Thus for k P t 1, . . . , n u we have
xk´1 “ xαk´1 “ rxαk spk “ rxkspk . Hence x P Op, so Op is closed, and is thus a compact subring of
Rp.

Let 1 “ p1, 1, . . .q, which is the identity in Rp and Op.
Density of Z1 (and N01) in Op and p-series representations The map Z Ñ Op given by m ÞÑ

m1 “ prmsp, rmsp2 , . . .q is a ring homomorphism. If x “ pxnq8
n“0 P Op (where xn P Z{pn`1Z “

t 0, . . . , pn`1 ´ 1 u) then

xk1 “ prxksp, . . . , rxkspk , xk, xk, . . .q
kÑ8

ÝÝÝÑ x

and hence N01 “ Op (where N0 “ t 0 u Y N); hence Z1 “ Op. We call Op the ring of p-adic
integers. Notice that if x “ pxnq8

n“0 P Op then each

xn “ x0 `

n
ÿ

k“1

xk ´ rxkspk

pk
pk “

n
ÿ

k“0

akp
k

where each ak P t 0, . . . , p´ 1 u is uniquely determined. Hence we may think of

x „

8
ÿ

k“0

akp
k

One can check that the map Op Ñ pZ{pZqN0 given by x ÞÑ pakq8
k“0 is a homeomorphism, though

not a homomorphism. (Here the latter is endowed with the product topology.)
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Valuation and norm Given x P Op, we let

vppxq “ inftn P N0 : xn ‰ 0 u “ supt k P N0 : pk | xn for all n P N0 u

We have vpp0q “ inf H “ supN0 “ 8. We let |x|p “ p´vppxq (where |0|p “ p´8 “ 0).

Proposition 2.16. For x, y P Op we have

(a) vppxq “ 8 if and only if x “ 0; i.e. |x|p “ 0 if and only if x “ 0.

(b) vppxyq “ vppxq ` vppyq; i.e. |xy|p “ |x|p|y|p.
(c) vppx` yq ě mint vppxq, vppyq u; i.e. |x` y|p ď maxt |x|p, |y|p u.

(d) Oˆ
p “ tu P Op : u´1 exists u Ď tu P Op : |u|p “ 1 u.

Proof.

(a) Obvious.

(b) Notice that by the series representation we have

xn “

#

0 if n ă vppxq
řn
k“vppxq akp

k if n ě vppxq

The result then follows.

(c) Also follows from the series representation.

(d) Notice that if u P Oˆ
p then

0 “ vpp1q “ vppuu´1q “ vppuq ` vppu´1q

where vppuq, vppu´1q ě 0. Hence vppuq “ 0. Proposition 2.16

Corollary 2.17. The map ρ : Op ˆ Op Ñ r0,8q given by px, yq ÞÑ |x´ y|p is a metric on Op with

τρ “

˜

ą

nPN0

τd

¸

æOp

(the restriction of the product topology).

Proof. ´1 P Oˆ
p , so if x, y, z P Op, then

ρpx, zq “ |x´ z|p “ |x´ y ` y ´ z|p ď maxt |x´ y|p, |y ´ z|p u ď ρpx, yq ` ρpy, zq

and ρpx, yq “ |x ´ y|p “ |p´1qpy ´ xq|p “ ρpy, xq. Also ρpx, yq “ 0 if and only if x “ y. Finally,
note

Vρpx, p´nq “ tx0 u ˆ ¨ ¨ ¨ ˆ txn´1 u ˆ

˜

8
ź

k“n

Z{pk`1Z X Op

¸

with the former a base for τρ at x and the latter a base for the product topology at x.
Corollary 2.17

Proposition 2.18.

(a) Oˆ
p “ tu P Op : |u|p “ u; note the latter set is tu P Op : u0 ‰ 0 u “ OpzpOp.

(b) If x P Opzt 0 u then x “ pvppxqu for some u P Oˆ
p .

Proof.

(a) The containment Ď is given above. For the reverse containment, suppose u P Op with u0 ‰ 0.
There is a unique v0 P Z{pZzt 0 u such that u0v0 “ 1. Then, since ru1sp “ u0 we have
gcdpu1, pq “ 1; so u1 is a unit in Z{p2Z. Hence there is v1 in Z{p2Z such that v1u1 “ 1, and
we necessarily have that rv1sp “ v0 since rv1u1sp “ 1 “ v0u0; we proceed inductively. We
find for each n P N a vn P Z{pn`1Z such that gcdpvn, pq “ 1 and vnun “ 1; so rvnspn “ vn´1.
Thus v “ pvnq8

n“0 “ u´1.

7



(b) This follows from the first part and our series representation of xn. Proposition 2.18

Remark 2.19. If m P Z with gcdpm, pq “ 1, then m1 P Oˆ
p . Hence t n

m : n P Z,m P N, gcdpm, pq “

1 u Ď Q is in fact isomorphic to a dense subring of Op.
Corollary 2.20.

(a) Oˆ
p is open and closed in Op, and is a topological grape.

(b) The family of non-trivial ideals, and hence of closed subgrapes of Op, is pOp Ś p2 Ś Op Ś ¨ ¨ ¨.

Proof.

(a) pOp is the ρ-open ball around 0 of radius p´1, and is a subgrape. Then Oˆ
p “ OpzpOp. It

remains to check that u ÞÑ u´1 is continuous on Oˆ
p . If u, u

1 P Op with |u´ u1|p “ p´n, then
uk “ u1

k for k P t 0, . . . , n´ 1 u. Thus |u´1 ´ pu1q´1| “ p´n “ |u´ u1|p.
(b) pOp “ OpzOˆ

p is clearly the unique maximal ideal. Using Proposition 2.18, we see that pn`1Op
is the unique maximal ideal of pnOp. Since Z1 “ Op, we see that any closed subgrape is a
(closed) ideal. Corollary 2.20

Remark 2.21. Note that 1 ` pnOp is an open subgrape of Oˆ
p for n P N.

p-adic numbers Since |¨|p is multiplicative on Op and |x|p “ 0 if and only if x “ 0, we see that Op is
an integral domain. Hence we may consider the field of quotients

Qp “

"

x

y
: x, y P Op, y ‰ 0

*

with x
y “ u

w if and only if xw “ uy. We have that any y P Opzt 0 u admits form pvppyqu for u P Oˆ
p ;

hence
x

y
“
xu´1

pvppyq

Thus

Qp “

"

x

pk1
: x P Opk, k P N0

*

Recall that

xn “ x0 `

n
ÿ

k“1

xk ´ rxkspk

pk
pk

so
xn
pm

“
x0
pm

`

n
ÿ

k“1

xk ´ rxkspk

pk
pk´m

As before, we may thus write r P Qp as

r “

8
ÿ

k“m

akp
k

for some m P Z with each ak P t 0, . . . , p´ 1 u. Consider the map

Qp Ñ pZ{pZq‘p´Nq ˆ pZ{pZN0

r ÞÑ p. . . , 0, 0, am, am`1, . . .q

where

pZ{pZq‘p´Nq “
à

iP´N
Z{pZ “ t p. . . , am, am`1, . . . , a´1 : m P ´N, ak “ 0 for all but finitely many k u

is endowed with the discrete topology.

TODO 1. Something about this being isomorphic to a dense subring?
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Hence Op Ď Qp is an open subgrape, and determines the topology. We have that Qp is a topological
field ; i.e. all reasonable field operations are continuous.

5. Suppose pK, τq is a locally compact topological field.

Aside 2.22. If F is a finite field, then FppXqq (the ring of Laurent series over F) is a topological field.
(Regarded as a subspace of FZ with power series operations.)

TODO 2. Does this work?

Then GLnpKq “ t a P MnpKq : detpaq ‰ 0 u is open in MnpKq – Kn2

and hence locally compact.
Multiplication is given by polynomials, and hence is continuous, and inversion is given by Cramer’s rule
via rational functions, and is thus continuous. Thus GLnpKq is a locally compact grape.

6. SLnpKq “ t a P MnpKq : detpaq “ 1 u is closed in MnpKq “ Kn2

, and hence is locally compact; it is
a locally compact grape. Also OnpKq “ tu P MnpKq : uuT “ e u is a closed subgrape. (Note that
uuT “ e is given by polynomial equations.)

7. Upnq “ tu P MnpCq : uu˚ “ e u is a closed subgrape of GLnpCq. It is bounded, hence compact (by
Heine-Borel).

3 Haar integral and Haar measures

Let G be a locally compact grape. If f : G Ñ C, let f ¨ x, x ¨ f : G Ñ C be pf ¨ xqpyq “ fpxyq and
px ¨ fqpyq “ fpyxq. (We write f ¨ xpyq to mean pf ¨ xqpyq.) Notice if x, x1 P G and y P G, then pf ¨ pxx1qqpyq “

fpxx1yq “ pf ¨ xqpx1yq “ ppf ¨ xq ¨ x1qpyq; i.e. f ¨ pxx1q “ pf ¨ xq ¨ x1. Likewise we get pxx1q ¨ f “ x ¨ px1 ¨ fq.
Let CcpGq “ t f : G Ñ C | f continuous, supppfq “ tx P G : fpxq ‰ 0 u compact u. We call this the linear

space of compactly supported functions on G. Thanks to Urysohn’s lemma, we get CcpGq Ś t 0 u. By Tietze’s
extension theorem, given K,E Ď G with K compact, E closed, and K X E “ H, we have that there is
f P C`pGq “ t f P CcpGqzt 0 u : fpxq ě 0 for all x P G u such that fæK “ and fæE “ 0. (This is a strong
form of “regularity”.)

Exercise 3.1. Prove this in a locally compact metric space.

Proposition 3.2. If f P CcpGq then

lim
xÑe

∥f ¨ x´ f∥8 “ 0 “ lim
xÑe

∥x ¨ f ´ f∥8

In this case we say that f is (left and right) uniformly continuous.

Proof. Suppose ε ą 0. Let K “ W supppfq where W “ W´1 is a relatively compact neighbourhood of e. For
each y P K we have |y ¨ f ´ fpyq1| : G Ñ C (where 1 is the constant function) is continuous with value 0 at e;
hence there is a neighbourhood Uy of e such that

|fpxyq ´ fpyq| “ |y ¨ fpxq ´ fpyq| ă ε

for x P Uy. Find a neighbourhood Vy “ V ´1
y of e such that V 2

y Ď Uy. Then

K Ď
ď

yPK

Vyy

so

K Ď

n
ď

j“1

Vyjyj

Let

V “ W X

n
č

j“1

Vy

9



so e P V and V ´1 “ V . Suppose now x P V . If y P K then y P Vyjyj Ď Uyjyj for some j; in particular, we

have yy´1
j P Vy. Thus

xy “ xyy´1
j yj P V Vyjyj Ď V 2

yjyj Ď Uyjyj

Hence by our choice of Uyj we have

|fpxyq ´ fpyq| ď |fpxyq ´ fpyjq| ` |fpyjq ´ fpyq| ă 2ε

If y R K, suppose we had Wy X supppfq ‰ H. Then there would be z P Wy X supppfq; so z “ wy for some
w P W , and hence y “ w´1z P W supppfq Ď K, a contradiction. So WyX supppfq “ H. Hence if x P V Ď W
we would have fpxyq “ 0 “ fpyq, so |fpxyq ´ fpyq| ă ε. Proposition 3.2

Theorem 3.3 (Existence of the left Haar integral). There exists a (linear) functional I : CcpGq Ñ C
satisfying:

1. Ipfq ą 0 if f P C`
c pGq “ t g P CcpGqzt 0 u : gpxq ě 0 for all x P G u.

2. Ipf ¨ xq “ Ipfq for all f P CcpGq and x P G.

Proof. We give a construction in stages.

1. Fix φ in C`
c pGq. Then for f in C`

c pGq, we let

pf : φq “ inf

#

n
ÿ

j“1

cj : there exist x1, . . . , xn P G, c1, . . . , cn ą 0, n P N such that f ď

n
ÿ

j“1

φ ¨ xj

+

Notice that if U “ tx P G : φpxq ą 1
2∥φ∥8 u, we see that supppfq is covered by finitely many translates

x´1U ; it follows that pf : φq ă 8.

Claim 3.4. For f, g P C`
c pGq and c ą 0 we have the following:

(a) pf ¨ x : φq “ pf : φq.

(b) pf ` g : φq ď pf : φq ` pg : φq.

(c) pcf : φq “ cpf : φq.

(d) f ď g ùñ pf : φq ď pg : φq.

(e) pf : φq ď pf : gqpg : φq.

Proof. The first four are straightforward; we sketch the last. If

f ď

n
ÿ

j“1

cjg ¨ xj

g ď

m
ÿ

i“1

biφ ¨ yi

for cj , bi ą 0 and xj , yi P G, then

f ď

n
ÿ

j“1

m
ÿ

i“1

cjbiφ ¨ pyixjq

and hence

pf : φq ď

n
ÿ

j“1

cj

m
ÿ

i“1

bi

and the result follows. Claim 3.4
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Now, fix another ψ P C`
c pGq, and for f P C`

c pGq let

Iφpfq “
pf : φq

pψ : φq

Then the first three properties tell us that Iφ : C
`
c pGq Ñ r0,8q is left translation-invariant, subadditive,

and Rą0-homogeneous. Furthermore, the last property yields that

pψ : φq ď pψ : fqpf : φq

pf : φq ď pf : ψqpψ : φq

whence it follows that

0 ă
1

pψ : fq
ď Iφpfq ď pf : ψq (1)

2. A somewhat technical claim:

Claim 3.5. If f, g P C`
c pGq and ε ą 0 then there is a neighbourhood V of e such that Iφpfq ` Iφpgq ď

Iφpf ` gq ` ε whenever supppfq Ď V .

Proof. Let k P C`
c pGq satisfy kæ supppf ` gq “ 1; let δ ą 0, and set h “ f ` g ` δk. We then let

f 1 “
f

h

g1 “
g

h

(with each of them 0 outside of the supports of f, g). Then by Proposition 3.2 applied to f 1, g1 we get a
neighbourhood V of e such that

|f 1pxq ´ f 1pyq| ă δ, |g1pxq ´ g1pyq| ă δ (2)

whenever y´1x P V . Suppose φ P C`
c pGq with supppφq Ď V ; suppose x1, . . . , xn P G and c1, . . . , cn ą 0

satisfy

h ď

n
ÿ

j“1

cjφ ¨ x´1
j

Then for x P G we have

fpxq “ f 1pxqhpxq ď

n
ÿ

j“1

f 1pxqcjφpx´1
j xq ď

n
ÿ

j“1

pf 1pxjq ` δqcjφjpx
´1
j xq

where the last inequality follows from the choice of φ and (2). Likewise we see that

g ď

n
ÿ

j“1

pg1pxjq ` δqcjφ ¨ x´1
j

Now

f 1 ` g1 “
f ` g

h
“

f ` g

f ` g ` δk
ď 1

So

pf ¨ φq ` pg : φq ď

n
ÿ

j“1

pf 1pxjq ` δqcj `

n
ÿ

j“1

pg1pxjq ` δqcj

ď

n
ÿ

j“1

p1 ` 2δqcj

11



Recall that our ψ is fixed. Now, dividing by pψ : φq and taking infimum in the cj relative to the
definition of ph : φq, and applying Claim 3.4, we see that

Iφpfq ` Iφpgq ď p1 ` 2δqIφphq ď p1 ` 2δqpIφpf ` gq ` δIφpkqq

Now, choose δ ą 0 (and hence V ) small enough so that

2δIφpf ` gq ` p1 ` 2δqδIφpkq ă ε

and the claim follows. Claim 3.5

3. We are now ready to draw our conclusion. Consider

X “
ź

fPC`
c pGq

„

1

pψ : fq
, pφ : fq

ȷ

which is compact by Tychonoff’s theorem. By Equation (1) we get pIφpfqqfPC`
c pGq

P X for any

φ P C`
c pGq.

Given a neighbourhood V of e we let

KpV q “

!

pIφpfqqfPC`
c pGq

: supppφq Ď V
)

Ď X

Then K is a closed set of a compact space, and is thus compact. Then if V1, . . . , Vn are neighbourhoods
of e, then

n
č

j“1

KpVjq Ě K

˜

n
č

j“1

Vj

¸

‰ H

Thus S “
Ş

tKpV q : V a neighbourhood of e u ‰ H by finite intersection property; let pIpfqqfPC`
c pGq

P

S. Given f, g P C`
c pGq and ε ą 0 there is a neighbourhood V of e and φ P C`

c pGq with supppφq Ď V
such that

|Ipfq ´ Iφpfq| ă ε

|Ipgq ´ Iφpgq| ă ε

|Ipf ` gq ´ Iφpf ` gq| ă ε

and further by Claim 3.5 and Claim 3.4 we can arrange V such that

|Iφpfq ` Iφpgq ´ Iφpf ` gq| ă ε

We then find that
|Ipfq ` Ipgq ´ Ipf ` gq| ă 4ε

Since ε ą 0 is arbitrary, we find that I : C`
c pGq Ñ p0,8q is an additive functional. By Claim 3.4, we

get that I is Rą0-homogeneous.

We now extend I to all of CcpGq. We set Ip0q “ 0. Suppose f P CR
c pGq (i.e. it is real-valued) and we

can write f “ f1 ´ f2 “ g1 ´ g2 for f1, f2, g1g2 ě 0. Then f1 ` g2 “ g1 ` f2, so Ipf1 ` g2q “ Ipg`f2q,
and by additivity we get that Ipfq “ Ipf1q ´ Ipf2q “ Ipg1q ´ Ipg2q is well-defined. This clearly is
R-homogeneous. Now for arbitrary f P CcpGq, we let

Ipfq “ IpRe fq ` iIpIm fq

It is straightforward to check that I is C-homogeneous. It then follows from Claim 3.4 and the definition
of S that Ipf ¨ xq “ Ipfq for f P C`

c pGq and x P G. Hence this left-invariance holds generally. Finally,
for f P C`

c pGq, we have Ipfq ą 0 by definition of S Ď X. Theorem 3.3
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Theorem 3.6 (Existence of left Haar measure). Let BpGq “ σxτy (the σ-algera on G generated by open sets)
be the Borel σ-algebra. Then there is a measure m : BpGq Ñ r0,8s satisfying the following:

1. m is a Radon measure: it is outer regular (mpEq is the infimum of the measures of the open sets
containing E), inner regular on open sets (mpEq is the supremum of the measures of compact sets
contained in E, if E is open), finite on compact sets.

2. m is left-invariant: if E P BpGq and x P G then mpxEq “ mpEq.

3. mpUq ą 0 for any U P τzt H u.

Sketch of proof. The Riesz representation theorem provides a Radon measure m for which

Ipfq “

ż

G

fdm

for all f P CcpGq. We have for x P G that

ż

G

fpxyqdmpyq “ Ipf ¨ xq “ Ipfq “

ż

G

fdm

In particular, if U is open then for f P CcpGq we have supppfq Ď U if and only if supppf ¨ xq Ď x´1U , so

mpUq “ supt Ipfq : f P Cr0,1s
c pGq, supppfq Ď U u

“ supt Ipf ¨ xq : f P Cr0,1s
c pGq, supppf ¨ xq Ď x´1U u

“ mpx´1Uq

So we see that mpUq “ mpxUq for x P G. Then if E P BpGq we have

mpEq “ inftmpUq : E Ď U P τ u

and it follows that mpxEq “ mpEq. That mpUq ą 0 for U P τzt H u follows from

mpUq “ supt Ipfq : f P Cr0,1s
c pGq, supppfq Ď U u

and that Ipfq ą 0 for f P C`
c pGq. Theorem 3.6

Theorem 3.7 (“Uniqueness” of left Haar measure). If m1 : BpGq Ñ r0,8s is a left-invariant measure, then
there is c ě 0 such that m1 “ cm.

Proof. It suffices to show that the map

f ÞÑ

ş

G
fdm1

ş

G
fdm

is constant for f in C`
c pGq. This constant c ě 0 hence satisfies that

ż

G

fdm1 “ c

ż

G

fdm

and it will follow that m1 “ cm. To this end, fix f, g P C`
c pGq and ε ą 0. By uniform continuity of f and g

there is a neighbourhood V “ V ´1 of e such that

|fpxyq ´ fpyxq| ă ε

|gpxyq ´ gpyxq| ă ε

for x P V, y P G. Fix h P C`
c pGq satisfying hpx´1q “ hpxq for x P G and suppphq Ď V . (One could for

example pick h1 P C`
c pGq with suppph1q Ď V and let hpxq “ h1pxq ` h1px´1q.) We use Tonelli’s theorem:

ż

hdm

ż

fdm1 “

ż ż

hpxqfpyqdmpxqdm1pyq “

ż ż

hpxqfpxyqdmpxqdm1pyq

13



and
ż

hdm1

ż

fdm “

ż ż

hpyqfpxqdm1pyqdmpxq

“

ż ż

hpx´1yqfpxqdm1pyqdmpxq

“

ż ż

hpx´1yqfpxqdmpxqdm1pyq

“

ż ż

hpx´1qfpyxqdmpxqdm1pyq

“

ż ż

hpxqfpyxqdmpxqdm1pyq

Thus ∣∣∣∣ż hdm ż

fdm1 ´

ż

hdm1

ż

fdm

∣∣∣∣ ď

ż ż

hpxq |fpxyq ´ fpyxq|
loooooooomoooooooon

ăε

dm1pyqdmpxq

ď εm1pV supppfq Y supppfqV
loooooooooooooomoooooooooooooon

Sf,V

q

ż

hdm

So ∣∣∣∣ ş fdm1

ş

fdm
´

ş

hdm1

ş

hdm

∣∣∣∣ ď ε
m1pSf,V q
ş

fdm

Likewise we get ∣∣∣∣ ş gdm1

ş

gdm
´

ş

hdm1

ş

hdm

∣∣∣∣ ď ε
m1pSg,V q
ş

gdm

so ∣∣∣∣ ş fdm1

ş

fdm
´

ş

gdm1

ş

gdm

∣∣∣∣ ď ε

ˆ

m1pSf,V q
ş

fdm
`
m1pSg,V q
ş

gdm

˙

Notice though that if V 1 Ď V then Sf,V 1 Ď Sf,V ; thus if we shrink ε ą 0 we shrink V . Theorem 3.7

TODO 3. Missing stuff

Last time: introduced L1pGq “ S1pGq
∥¨∥1

“ CcpGq
∥¨∥1

the closure of the simple integrable functions. (The
latter equality because m is regular on open sets.)

4 The modular function

Given E P BpGq we have that Ex P BpGq for x P G. (Since Rx : G Ñ G is a homeomorphism and
Ex “ R´1

x´1pEq.) Define mx : BpGq Ñ r0,8s by mxpEq “ mpExq. One can check that mx is left-invariant
and positive on open sets. Hence by Theorem 3.7 we get mx “ ∆pxqm for some ∆pxq P p0,8q.

Notice that if y P G then for E with 0 ă mpEq ă 8 we get

∆pxyqmpEq “ mpExyq “ ∆pyqmpExq “ ∆pxq∆pyqmpEq

so ∆: G Ñ p0,8q Ď Rˆ is a homomorphism.

Definition 4.1. We call this the modular function. We say G is unimodular if ∆ “ 1.

Proposition 4.2.

1. For f P L1pGq (or f P CcpGq) we have for x P G that

ż

G

fdm “ ∆pxq

ż

G

x ¨ fdm
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2. ∆: G Ñ p0,8q Ď Rˆ is continuous.

Proof.

1. If E P BpGq with mpEq ă 8 then

∆pxq

ż

G

1Edm “ ∆pxqmpEq “ mpExq “

ż

G

1Exdm “

ż

G

x´1 ¨ 1Edm

So, replacing x by x´1, we see that

∆pxq

ż

G

x ¨ 1Edm “

ż

G

1Edm

Then, if φ P S1pGq, then
ż

G

φdm “ ∆pxq

ż

G

x ¨ φdm

Now, if f P L1
`pGq (i.e. f ě 0 m-almost-everywhere), then there is pφnq8

n“1 Ď S1
`pGq such that φn Õ f

(increasing pointwise converges) m-almost-everywhere. Then by monotone convergence theorem we get

ż

G

x ¨ fdm “ lim
nÑ8

ż

G

x ¨ φndm “ lim
nÑ8

1

∆pxq

ż

G

φndm “
1

∆pxq

ż

G

fdm

We are now done, since L1pGq “ spanpL1
`pGqq.

2. Suppose f P C`
c pGq, ε ą 0, and V “ V ´1 is a relatively compact neighbourhood of e such that

∥x ¨ f ´ f∥8 ă ε for x P V . Then for x P V we have

|∆pxq ´ 1| “

∣∣ş
G
x ¨ fdm´

ş

G
fdm

∣∣
ş

G
fdm

ď

ş

G
|x ¨ f ´ f |dm
ş

G
fdm

ď ε
mpsupppfqV q

ş

G
fdm

Picking ε1 ă ε necessitates taking V 1 Ď V , so we see that ∆ is continuous at e. Now if y P G and x P V
then

|∆pxyq ´ ∆pyq| “ |∆pxq ´ 1|∆pyq ď ε∆pyq

so ∆ is continuous at y. Proposition 4.2

Notation 4.3. For the left integral we write

ż

G

fpxqdx

or less commonly
ż

G

fpxqdmpxq

to mean
ż

G

fdm

Proposition 4.4.

1. The integral on CcpGq given by

f ÞÑ

ż

G

fpxq
1

∆pxq
dx

is right-invariant.

2. For f P L1pGq we have
ż

G

fpx´1q
1

∆pxq
dx “

ż

G

fpxqdx
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Proof.

1. If y P G and f P CcpGq we have

ż

G

y ¨ fpxq
1

∆pxq
dx “

ż

G

fpxyq
1

∆pxyq
∆pyqdx “

∆pyq

∆pyq

ż

G

fpxq
1

∆pxq
dx “

ż

G

fpxq
1

∆pxq
dx

2. We have for f P C`
c pGq and y P G that

0 ă

ż

G

f ¨ ypx´1q
1

∆pxq
dx “

ż

G

fpyx´1q
1

∆pxq
dx “

ż

G

fppxy´1q´1q
1

∆pxq
dx “

ż

G

fpx´1q
1

∆pxq
dx

by the first part. (Notice that ι : G Ñ G given by x ÞÑ x´1 is a homeomorphism, and hence Borel
measurable, so f ˝ ι is Borel measurable if f is.) Hence there is c ą 0 such that

ż

G

fpx´1q
1

∆pxq
dx “ c

ż

G

fpxqdx

for f P CcpGq (and hence f P L1pGq).

Now, if c ‰ 1 then there is a relatively compact neighbourhood U “ U´1 of e such that∣∣∣∣ 1

∆pxq
´ 1

∣∣∣∣ ă
1

2
|c´ 1|

for x P U . Then

0 “

∣∣∣∣∣∣∣
ż

G

1U pxq
loomoon

“1U px´1q

1

∆pxq
dx´ c

ż

G

1U pxqdx

∣∣∣∣∣∣∣
“

∣∣∣∣ż
U

ˆ

1

∆pxq
´ c

˙

dx

∣∣∣∣
“

∣∣∣∣ż
U

ˆ

1 ´ c`
1

∆pxq
´ 1

˙

dx

∣∣∣∣
“

∣∣∣∣p1 ´ cqmpUq `

ż

U

ˆ

1

∆pxq
´ 1

˙

dx

∣∣∣∣
ě p1 ´ cqmpUq ´

∣∣∣∣ż
U

ˆ

1

∆pxq
´ 1

˙

dx

∣∣∣∣
ą mpUq

ˆ

|1 ´ c| ´
1

2
|c´ 1|

˙

“
1

2
|c´ 1|mpUq

ą 0

a contradiction. So c “ 1. Proposition 4.4

Notation 4.5. If x P G and f P L1pGq, we define x ˚ f, f ˚ x, f˚ P L1pGq by declaring for m-almost-every y
that

x ˚ fpyq “ fpx´1yq

f ˚ xpyq “ fpyx´1q
1

∆pxq

f˚pyq “ fpy´1q
1

∆pyq
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The last proposition then tells us that

∥f∥1 “

ż

G

|fpxq|dx “ ∥x ˚ f∥1 “ ∥f ˚ x∥1 “ ∥f˚∥1

Notice that

x ˚ py ˚ fq “ pxyq ˚ f

pf ˚ xq ˚ y “ f ˚ pxyq

pf ˚ xq˚ “ x´1 ˚ f

pf˚q˚ “ f

x ˚ f “ f ¨ x´1

Proposition 4.6. For f P L1pGq we have

lim
xÑe

∥x ˚ f ´ f∥1 “ 0 “ lim
xÑe

∥f ˚ x´ f∥1

Proof. First, consider g P CcpGq. Suppose ε ą 0; let V “ V ´1 be a relatively compact neighbourhood of e
such that

∥x ¨ g ´ g∥8 ă ε∣∣∣∣ 1

∆pxq
´ 1

∣∣∣∣ ă ε

for all x P V . Then

∥g ˚ x´ g∥1 ď ∥g ˚ x´ g∥8mpsupppgqV q

ď

ˆ

1

∆pxq
∥x´1 ¨ g ´ g∥8 `

∣∣∣∣ 1

∆pxq
´ 1

∣∣∣∣∥g∥8

˙

mpsupppgqV q

ď
`

p1 ` εqε` ε∥g∥8

˘

mpsupppgqV q

So we’re done. Now iff P L1pGq and ε ą 0, we can find g P CcpGq such that ∥f ´ g∥1 ă ε; it then follows by
the usual estimates that

lim sup
xÑe

∥f ˚ x´ f∥1 ă 3ε

and so, as ε ą 0 is arbitrary, we get the limit, as desired. Proposition 4.6

Theorem 4.7 (Weil’s integral relation). Let N be a closed normal subgrape of G.

1. If f P CcpGq then the map x ÞÑ
ş

N
fpxnqdn is constant of cosets of N , and hence defines a map TNf

on G{N . Furthermore TNf P CcpGq, and the operator TN : CcpGq Ñ CcpG{Nq satisfies

(a) TN pC`
c pGqq Ď C`

c pG{Nq

(b) TN pf ¨ yq “ pTNfq ¨ pyNq for y P G.

2. The functional

f ÞÑ

ż

G{N

TNfpxNqdxN

is a left Haar integral. Hence we may write

ż

G{N

ż

N

fpxnqdndxN

(Notice that the constant on mG is thus dictated by choices of mN and mG{N .)

Proof.
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1. Notice that if n1 P N then
ż

N

fpxn1nqdn “

ż

N

fpxnqdn

Hence we get a function TNf : G{N Ñ C.
We check continuity on G{N . Suppose ε ą 0, fix V “ V ´1 a relatively compact neighbourhood of e;

so ∥f ¨ y ´ f∥8 ă ε for y P V . Then fix x P G and h P C
r0,1s
c pGq with hæV x´1 supppfq “ 1. Then for

y P V (so yN P qN pV q where qN : G Ñ G{N is the quotient map) we have

|TNfp yxN
loomoon

yNxN

q´TNfpxNq| “

∣∣∣∣ż
N

pfpyxnq ´ fpxnqqdn

∣∣∣∣ ď

ż

N

|fpyxnq´fpxnq|hpnqdn ď εmN psuppphqXNq

which shows continuity since if ε1 ă ε we can build h with smaller support. So TNf is continuous. Also
supppTNfq Ď qN psupppfqq is compact, so TNf P CcpG{Nq.

If f P C`
c pGq has fpxq ą 0 for some x P G, we can find an open neighbourhood U of e such that

fpxyq ą 1
2fpxq for y P U . Then

TNfpxNq “

ż

N

fpxnqdn ě

ż

UXN

1

2
fpxqdn “

1

2
fpxqmN pU XNq ą 0

(Clearly fpxNq ě 0 for general x.) Finally

TN pf ¨ yqpxNq “

ż

N

f ¨ ypxnqdn “

ż

N

fpyxnqdn “ TNfpyxNq “ pTNfq ¨ pyNqpxNq

2. Follows from the first part immediately. Theorem 4.7

Corollary 4.8. The modular functions on G and N satisfy ∆N “ ∆GæN .

Proof. If n1 P N and f P C`
c pGq then

ż

G

n1 ¨ fpxqdx “

ż

G{N

ż

N

n1 ¨ fpxnqdndxN

“

ż

G{N

ż

N

fpxnn1qdndxN

“

ż

G{N

1

∆N pn1q

ż

N

fpxnqdndxN

“
1

∆npn1q

ż

G

fpxqdx

so ∆npn1q “ ∆Gpn1q. Corollary 4.8

Unimodularity makes computing integrals simpler. Indeed,
ż

G

fpxqdx “

ż

G

fpyxqdx “

ż

G

fpxyqdx “

ż

G

fpx´1qdx

Proposition 4.9. G is unimodular in the following cases:

1. G is abelian, compact, or discrete

2. G is perfect: i.e. G “ rG,Gs (the closure of the grape generated by the commutators rx, ys “ xyx´1y´1).

3. G{ZpGq is unimodular (ZpGq is the centre.

4. G admits a unimodular closed normal subgrape N for which G{N is compact.

Proof.
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1. Trivial for G abelian; for G compact, the (left) Haar measure is the counting measure.

Let us fully consider the compact case. Here ∆pGq is a compact subgrape of p0,8q Ď Rˆ. The map
log : p0,8q Ñ R is an isomorphism. If α P Rzt 0 u then Zα is not compact. Hence t 0 u is the only
compact subgrape of R, and hence t 1 u is the only compact subgrape of p0,8q.

2. It is clear that ∆prx1, y1s ¨ ¨ ¨ rxn, ynsq “ 1; by continuity, we then get ∆pxq “ 1 for all x P G.

3. We should note that Z “ ZpGq is closed and normal. If y P G and f P CcpGq then
ż

G

y ¨ fpxqdx “

ż

G{Z

ż

Z

y ¨ fpxzqdzdxZ

“

ż

G{Z

ż

Z

fpxzyqdzdxZ

“

ż

G{Z

ż

Z

fpxyzqdzdxZ

“

ż

G{Z

TZfpxZyZqdxZ

“

ż

G{Z

TZfpxZqdxZ

“

ż

G

fpxqdx

Hence ∆pyq “ 1.

4. Since ∆GæN “ ∆N “ 1, we get a homomorphism ∆: G{N Ñ p0,8q (by 1st isomorphism theorem)
with ∆ ˝ qN “ ∆G. If W Ď p0,8q is open, then

∆
´1

pW q “ qN
loomoon

open map

p∆´1pW q
looomooon

open in G

q

Thus ∆ is continuous. By (1), we get that ∆pG{Nq “ t 1 u. Proposition 4.9

Example 4.10.

1. Suppose K is a locally compact field. Let |K| ą 3. (Aside: we will use capital letters for singular
matrices and lower-case for invertible matrices.) Let tEij uni,j“1 be the matrix unit for MnpKq: i.e.
EijEkℓ “ δjkEiℓ. We will show that SLnpKq is perfect, and hence unimodular.

(a) If λ P K and i, j, k are distinct (for n ě 3) then

re` λEik, e` Ekjs “ pe` λEikqpe` Ekjqpe´ λEikqpe´ Ekjq “ e` λEij

If n “ 2 we have
„ˆ

α 0
0 α´1

˙ˆ

1 β
0 1

˙ȷ

“

ˆ

1 p1 ´ α2qβ
0 1

˙

and the equation λ “ p1 ´ α2qβ always admits solutions for |K| ą 3.

(b) We claim S “ xe ` λEij : λ P K, i, j P t 1, . . . , n u, i ‰ jy is all of SLnpKq. Indeed, using only
elementary operations of adding one row to another, for any a P SLnpKq there is s P S for which
sa is diagonal:

sa “ diagpα1, . . . , αnq “

¨

˚

˚

˚

˝

α1

α2

. . .

αn

˛

‹

‹

‹

‚
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Then see that

pe` E12 diagpα1, . . . , αnq

ˆ

e`
1 ´ α1

α2
E21

˙

“

¨

˚

˚

˚

˚

˚

˝

1 α2

1 ´ α1 α2

α3

. . .

αn

˛

‹

‹

‹

‹

‹

‚

and

pe` pα1 ´ 1qE21q

¨

˚

˚

˚

˚

˚

˝

1 α2

1 ´ α1 α2

α3

. . .

αn

˛

‹

‹

‹

‹

‹

‚

pe´ α2E12q “

¨

˚

˚

˚

˚

˚

˝

1
α1α2

α3

. . .

αn

˛

‹

‹

‹

‹

‹

‚

An evident induction shows that a P S.

(c) Combining the two statements, we get SLnpKq “ S Ď rSLnpKq,SLnpKqs Ď SLnpKq.

2. Let K P tR,C u and G “ GLnpKq. We observe that Z “ ZpGLnpKqq “ Kˆe. Also from the first
example we have that SLnpKq “ rG,Gs. Let H “ Z ¨ SLnpKq.

If n is odd and K “ R or n is arbitrary and K “ C then H “ G. Ifn is even and K “ R, then
H “ GLnpRq0 “ det´1

pp0,8qq is open, and thus closed; furthermore, we get GLnpRq0 \ aGLnpRq

where detpaq “ ´1.

Either way, we get that H is open and normal in G with G{H finite, and hence compact. We have
H{Z – SLnpKq{ZX SLnpKq. But SLnpKq is perfect, and hence the quotient is perfect; so H{Z is
unimodular. Thus so is H and hence G.

3. (Euclidean motion.) We let Epnq “ R ¸ SOpnq. (SOpnq is the orthogonal real matrices of determinant
1.) Then N “ R ¸ t e u is normal and unimodular, with Epnq{N – SOpnq compact. Hence Epnq is
unimodular.

4. (Heisenberg.) Let

H “

$

&

%

¨

˝

1 x z
1 y

1

˛

‚: x, y, z P R

,

.

-

Ď GL3pRq

a closed subgrape. We have

ZpHq “

$

&

%

¨

˝

1 0 z
1 0

1

˛

‚: z P R

,

.

-

and H{ZpHq – R2. Thus H is unimodular.

5. (Conjugation automorphism.) For x P G, let γpxq P AutpGq be γpxqpyq “ xyx´1. Notice γpxx1q “

γpxqγpx1q. Then

δpγpxqq “
1

∆pxq

(where δ is as in assignment 1).

Suppose α P AutpGq. If G is compact, then αpGq “ G implies δpαq “ 1. If G is discrete, then
|αpF q| “ |F | for each finite F Ď G implies δpαq “ 1.

Suppose G,A are unimodular and A acts continuously on G by automorphisms. Consider S “ G¸A.
Then by assignment 1 we get ∆py, βq “ δpβq.
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6. If H is open in G and G is unimodular, then H is unimodular.

However, if H is closed and non-open in G, we may have that G is unimodular and H is not. Consider
for example G “ SL2pRq and

H “

"ˆ

a b
0 a´1

˙

: α P p0,8q, b P R
*

Then H “ R ¸ p0,8q with apbq “ ab (non-unimodular action) so H is not unimodular thanks to the
first item.

7. It is possible that N is a unimodular open normal subgrape of G yet G is not unimodular. Indeed,
consider G “ R ¸ t 2n : n P Z u; this is an open subgrape of R ¸ p0,8q.

5 The convolution algebra of measures

Let

MpGq “ tµ : BpGq Ñ C | µ a Radon measure u

M`pGq “ tµ : BpGq Ñ r0,8q | µ a (finite) measure u

Definition 5.1. If E P BpGq, we define the total variation to be

|µ|pEq “ sup

#

8
ÿ

j“1

|µpEjq| : E “

8
ğ

j“1

Ej , each Ej P BpGq

+

Fact 5.2. If µ P MpGq then |µ| P M`pGq.

Fact 5.3 (Hahn-Jordan decomposition). Each µ P MpGq can be written µ “ pµ1 ´ µ2q ` ipµ3 ´ µ4 where
µ1, . . . , µ4 P M`pGq. Furthermore, we can arrange that µ1 K µ2 and µ3 K µ4 (i.e. G “ E1 \ E2 such that
µ2æE1 “ 0 and µ1æE2 “ 0), and in this context the decomposition is unique.

Generally we have
µ1, . . . , µ4 ď |µ| ď |µ1 ´ µ2| ` |µ3 ´ µ4|

and |µ1 ´ µ2| ď µ1 ` µ2, etc. If µ1 K µ2 then |µ1 ´ µ2| “ µ1 ` µ2, etc.

Theorem 5.4 (Riesz representation theorem). Let C0pGq “ CcpGq
∥¨∥8

; this is a Banach space. Then
C0pGq˚ – MpGq via the pairing

xf, µy “ µpfq “

ż

G

fdµ

Furthermore,

sup

"
∣∣∣∣ż
G

fdµ

∣∣∣∣ : f P C0pGq, ∥f∥8 ď 1

*

“ |µ|pGq

which we define to be ∥µ∥1.

Remark 5.5 (Approximation by “compactly supported” measures). Given µ P MpGq and ε ą 0, the inner
regularity of |µ| provides compact K Ď G such that|µ|pGq ă |µ|pKq ` ε; thus |µ|pGzKq ă ε. If we let
µK : BpGq Ñ C be µKpEq “ µpE XKq, then

∥µµK∥1 “ ∥µGzK∥1 “ |µGzK |pGq “ |µ|pGzKq ă ε

Theorem 5.6. Given µ, ν P MpGq there is a unique measure µ ˚ ν such that for f P C0pGq (or f P CcpGq)
we have

ż

G

fdpµ ˚ νq “

ż

G

ż

G

fpxyqdµpxqdνpyq

Then pµ, νq ÞÑ µ ˚ ν is bilinear and associative (i.e. pµ ˚ νq ˚ ρ “ µ ˚ pν ˚ ρq where ρ P MpGq) and satisfies
∥µ ˚ ν∥1 ď ∥µ∥1∥ν∥1. Hence pMpGq, ˚q is a Banach algebra.
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This product is called the convolution product.
Before we begin, we give some facts about the Radon product measure.
Our setup: suppose X,Y are locally compact Hausdorff spaces. We define the product of the Borel

σ-algebras by
BpXq b BpY q “ σxE ˆ F : E P BpXq, F P BpY qy

Clearly BpXq b BpY q Ď BpX ˆ Y q.
A problem: unless both X and Y are separable, we cannot guarantee equality.

Example 5.7. Let X “ Y “ t 0, 1 uI where |I| ą ℵ0 or X “ Y “ Rd. Nico suspects that Ř holds in both
cases.

Theorem 5.8. Given two Radon measures µ : BpXq Ñ r0,8s and ν : BpY q Ñ r0,8s, there is a unique
measure µˆ ν on BpX ˆ Y q such that

ż

XˆY

fdpµˆ νq “

ż

Y

ż

X

fpx, yqdµpxqdνpyq “

ż

X

ż

Y

fpx, yqdνpyqdµpxq

for f P CcpX ˆ Y q. (We call this the restricted Fubini property pFcq.) This is the unique measure on
BpX ˆ Y q such that pµ ˆ νqpE ˆ F q “ µpEqνpF q for E P BpXq and F P BpY q. (We call this the product
property pP q.)

We call this the Radon product measure.

Corollary 5.9. If µ P MpXq, ν P MpY q are complex Radon measures, then there is µˆ ν P MpX ˆ Y q for
which pFcq and pP q hold.

Fact 5.10 (Fubini for Radon products). For µ P MpXq, ν P MpY q, and f P B8pX ˆ Y q (i.e. f is uniformly
bounded and Borel measurable), we have that

x ÞÑ

ż

Y

fpx, yqdνpyq

y ÞÑ

ż

X

fpx, yqdµpxq

are Borel measurable on X and Y , respectively, and
ż

XˆY

fdpµˆ νq “

ż

Y

ż

X

fpx, yqdµpxqdνpyq “

ż

X

ż

Y

fpx, yqdνpyqdµpxq

Proof of Theorem 5.6.

1. We define “actions” of MpGq on CcpGq. Given f P C0pGq and µ P MpGq we let f ¨ µ, µ ¨ f : G Ñ C be

pf ¨ µqpxq “ µpx ¨ fq

“

ż

G

fpyxqdµpyq

pµ ¨ fqpxq “ µpf ¨ xq

“

ż

G

fpxyqdµpyq

Let us see that µ ¨ f P C0pGq. Let V be a neighbourhood of e such that |fpxq ´ fpx1q| ă ε if x1x´1 P V .
Then for such x, x1 we have

|pµ ¨ fqpxq ´ pµ ¨ fqpx1q| “

∣∣∣∣ż
G

pfpxyq ´ fpx1yqqdµpxq

∣∣∣∣
ď

ż

G

|fpxyq ´ fpx1yq|
looooooooomooooooooon

ăε

d|µ|pyq

ď ε|µ|pGq
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(Note that complex measures are by definition finite.) So µ ¨ f is continuous. Furthermore, we have

|pµ ¨ fqpxq| ď

ż

G

|fpxyq|
loomoon

ď∥f∥8

d|µ|pyq ď ∥f∥8|µ|pGq “ ∥f∥8∥µ∥1

Again, for ε ą 0, let K Ď G be compact and f 1 P CcpGq satisfy ∥µ ´ µK∥1 ă ε and ∥f ´ f 1∥8 ă ε.
Then

∥µ ¨ f ´ µK ¨ f 1∥8 ď ∥µ ¨ f ´ µK ¨ f∥8 ` ∥µK ¨ f ´ µK ¨ f 1∥8

ď ∥µ´ µK∥1∥f∥8 ` ∥µK∥1
loomoon

ď∥µ∥1

∥f ´ f 1∥8

ă εp∥f∥8 ´ ∥µ∥1q

It is clear that supppµK ¨ f 1q Ď supppfqK´1; hence µ ¨ f P C0pGq. The case f ¨ µ is similar.

2. We check an “associativity”: that if µ, ν P MpGq and f P C0pGq, then µ ¨ pf ¨ νq “ pµ ¨ fq ¨ ν.

For x P G we have

pµ ¨ pf ¨ νqqpxq “

ż

G

pf ¨ νqpxyqdµpyq

“

ż

G

ż

G

fpzxyqdνpzqdµpyq

“

ż

G

ż

G

fpzxyqdµpyqdνpzq (by Fubini)

“ ppµ ¨ fq ¨ νqpxq

as desired.

3. We now come to the finale. We define for µ, ν P MpGq and f P C0

ż

G

fdpµ ˚ νq “ pµ ˚ νqpfq “ µ ¨ pν ¨ fq

(By Riesz representation theorem this specifies µ ˚ ν.) The map pµ, νq ÞÑ µ ˚ ν is bilinear and also

|pµ ˚ νqpfq| “ |µ ¨ pν ¨ fq| ď ∥µ∥1∥ν ¨ f∥8 ď ∥µ∥1∥ν∥1∥f∥8

so it follows that µ ˚ ν defines a bounded linear functional on C0pXq, and hence an element of MpGq

with ∥µ ˚ ν∥1 ď ∥µ∥1∥ν∥1.
It remains to check associativity. Let also ρ P MpGq. We have for f P C0pGq that

pµ ˚ pν ˚ ρqqpfq “

ż

G

ż

G

fpxyqdµpxqdpν ˚ ρqpyq

“ pν ˚ ρqpf ¨ µq

“ ν ¨ pρ ¨ pf ¨ µqq

“ ν ¨ ppρ ¨ fq ¨ µq (by associativity above)

“ pµ ˚ νqpπ ¨ fq

“ ppµ ˚ νq ˚ ρqpfq

as desired. Theorem 5.6

Remark 5.11.

1. Fix ν P MpGq. Then both µ ÞÑ µ ˚ ν and µ ÞÑ ν ˚ µ are weak˚-weak˚ continuous on MpGq – C0pGq˚.
Indeed, let Rν : C0pGq Ñ C0Gq be Rνpfq “ f ¨ ν. Then ν ˚ µ “ R˚

ν pµq.
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2. For x P G let δx : BpGq Ñ t 0, 1 u Ď C be given by

δxpEq “

#

1 if x P E

0 else

(We call this a Dirac measure.) If f P C0pGq then f “ fpxq1t x u δx-almost-everywhere. So

ż

G

fdδx “ fpxq

Then if x, y P G and f P C0pGq, then

pδxδyqpfq “

ż

G

ż

G

fpx1y1qdδxpx1qdδypy1q “ fpxyq “ δxypfq

i.e. δx ˚ δy “ δxy. Also δx ¨ f “ x ¨ f and f ¨ δx “ f ¨ x.

3. Let B`
1 pMpGqq “ tµ P M`pGq : µpGq ď 1 u.

Exercise 5.12. Thisis a convex set with ExtpB`
1 pMpGqqq “ t 0 u Y t δx : x P G u.

Then by Krein-Milman theorem, we have that convolution is the unique weak˚-weak˚ continuous
product on MpGq satisfying Item 2.

6 Atomic/continuous and Lebesgue decompositions

Let µ P MpGq. Let

Apµq “ tx P G : |µ|ptx uq ą 0 u “

8
ď

n“1

"

x P G : |µ|ptx uq ą
1

n

*

So Apµq is countable, and hence Borel. Furthermore, we have

8 ą |µ|pApµqq “
ÿ

xPApµq

|µ|ptx uq “
ÿ

xPApµq

|µptx uq|

It follows that
µd “

ÿ

xPApµq

µptx uqδx

is a measure. We let µc “ µ ´ µd; so µc K µd (with G “ Apµq \ pGzApµqq). Hence µ “ µd ` µc and
|µ| “ |µd| ` |µc|; so

∥µ∥1 “ |µ|pGq “ ∥µd∥1 ` ∥µc∥1
Let

MdpGq “ spant δx : x P G u

– ℓ1pGq

McpGq “ tµ P MpGq : µptx uq “ 0 for any x P G u

Then MdpGq is a closed subspace and McpGq is a subspace, which is closed since the defining formula
of convolution yields that µ ÞÑ µc is a bounded idempotent map on MpGq with range McpGq. We write
MpGq “ MdpGq ‘1McpGq since all µ P MpGq admit a decomposition µ “ µd`µc with ∥µ∥1 “ ∥µd∥1 `∥µc∥1.

Theorem 6.1 (Lebesgue decomposition). Let µ P MpGq. We have µ “ µs ` µa where µs K m, µa ! m with
dµ
dm “

dµa

dm P L1pGq. i.e. for f P C0pGq we have

ż

G

fdµ “

ż

G

fdµs `

ż

G

f
dµa
dm

dm
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We have µs K µa so ∥µ∥1 “ ∥µs∥1 ` ∥µa∥1. Write

MpGq “ MspGq
loomoon

space of singular

‘1 MapGq
loomoon

space of absolutely continuous

Suppose G is discrete; then

|µc|pGq “ supt |µc|pKq
loomoon

“0

: K Ď G compact (hence finite) u “ 0

So µ “ µd, and MpGq “ MdpGq “ ℓ1pGq. One can check that ℓ1pGq “ spant δx : x P G u is a Banach algebra.
Suppose G is not discrete. Thenmptx uq “ mpxtx uq “ mpt e uq “ 0. (t e u is a non-open closed set,

and hence locally null.) Thus MapGq Ď McpGq. Thus if ν P McpGq we get the Lebesgue decomposition
ν “ νcs ` νa with νcs K m and νa ! m.

In summary, if µ P MpGq, we write

µ “ µd ` µc “ µd ` µcs ` µd

all mutually singular. We then have

MpGq “ MdpGq ‘1 McspGq ‘1 MdpGq
loooooooooomoooooooooon

McpGq

– ℓ1pGq ‘1 McspGq ‘1 L
1pGq

Fact 6.2. MdpGq “ ℓ1pGq is a closed subalgebra.

Question 6.3. What about McpGq, MapGq – L1pGq, or McspGq?

7 More convolutions

What does µ ˚ ν look like as a measure?

Theorem 7.1. If µ, ν P MpGq and E P BpGq, then pµ ˚ νqpEq “ pµˆ νqpπ´1pEqq, where π : GˆG Ñ G is
the product map.

Remark 7.2.

1. π is continuous, and hence Borel measurable; so π´1pEq P BpGˆGq for E P BpGq.

2. Fubini’s theorem yields that

pµˆ νqpπ´1pEqq “

ż

GˆG

1π´1pEqdpµˆ νq

“

ż

GˆG

1E ˝ πdpµˆ νq

“

ż

GˆG

1Epxyqdpµˆ νqpx, yq

“

ż

G

ż

G

1Epxyqdµpxqdνpyq

Proof of Theorem 7.1. We have

µ “ pµ0 ´ µ2q ` ipµ1 ´ µ3q “

3
ÿ

k“0

ikµk

where µk P M`pGq; likewise for ν. So

µ ˚ ν “

3
ÿ

k“0

3
ÿ

ℓ“0

ik`ℓµk ˚ νℓ

We can thus assume that µ ˚ ν P M`pGq.
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1. Let us first consider compact K Ď G. Let ε ą 0; let U be open with U Ě K and pµ ˚ νqpUzKq ă ε. Let

f P C
r0,1s
c pGq satisfy fæK “ 1 and supppfq Ď U (by Urysohn’s lemma). Then

pµˆ νqpπ´1pKqq “

ż

G

ż

G

1Kpxyqdµpxqdνpyq

ď

ż

G

ż

G

fpxyqdµpxqdνpyq

“

ż

G

fdpµ ˚ νq

ď

ż

G

1Udpµ ˚ νq

“ pµ ˚ νqpUq

ă pµ ˚ νqpKq ` ε

Since ε was arbitrary, we get that

pµˆ νqpπ´1pKqq ď pµ ˚ νqpKq

2. Now consider a pµ ˚ νq-null set N P BpGq. If K Ď π´1pNq Ď GˆG is compact, then πpKq is compact
with πpKq Ď N , and is thus pµ ˚ νq-null. Then by Item 1 we have

0 ď pµˆ νqpKq ď pµˆ νqpπ´1pπpKqqq ď pµ ˚ νqpπpKqq “ 0

Since Radon measures are inner regular, on bounded sets, we get

pµˆ νqpπ´1pNqq “ supt pµˆ νqpKq : K Ď π´1pNq,K compact u “ 0

So π´1pNq is pµˆ νq-null.

3. Suppose U Ď G is open. For each n P N we can find compact Kn Ď U so pµ˚νqpUq ă pµˆνqpKnq`n´1.

Then find fn P C
r0,1s
c pGq with supppfnq Ď U and fnæKn “ 1; let gn “ maxt f1, . . . , fn u. Then pµ ˚ νq-

almost-everywhere we have gn Õ 1U as n Ñ 8. (We let

F “

8
ď

n“1

Kn

so UzF is pµ ˚ νq-null, and gn Ñ 1U on F Y pGzUq.)

Hence by monotone convergence theorem, using the fact that pµ ˆ νq-almost-everywhere we have
gn ˝ π Õ 1U ˝ π (by Item 2), we get that

pµˆ νqpπ´1pUqq “

ż

GˆG

1U ˝ πdpµˆ νq

“ lim
nÑ8

ż

GˆG

gn ˝ πdpµˆ νq

“ lim
nÑ8

ż

G

gndpµ ˚ νq

“

ż

G

1Udpµ ˚ νq

“ pµ ˚ νqpUq

4. Now let E P BpGq, and find open UnvmE such that pµ ˚ νqpUnzEq ă n´1. Then let

Vn “

n
č

k“1

Un
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so we have 1Vn Ñ 1E on

Gz

8
č

n“1

Vnq Y E

i.e. pµ˚νq-almost-everywhere. Hence by Item 2, we get pµˆνq-almost-everywhere that 1Vn
˝π Ñ 1E ˝π.

Thus by Lebesgue dominated convergence theorem we get that

pµˆ νqpπ´1pEqq “ lim
nÑ8

ż

GˆG

1Vn
˝ πdpµ ˚ νq

“ lim
nÑ8

ż

G

1Vn
dpµ ˚ νq

“ pµ ˚ νqpEq

Theorem 7.1

Remark 7.3. Some consequences:

1. For µ, ν,E as above we have

pµ ˚ νqpEq “

ż

G

ż

G

1Epxyqdµpxqdνpyq

“

ż

G

ż

G

1Ey´1pxqdµpxqdνpyq

“

ż

G

µpEy´1qdνpyq

and similarly

pµ ˚ νqpEq “

ż

G

νpx´1Eqdµpxq

2. Let

B8pGq “ spant 1E : E P BpGq u
∥¨∥8

“ tφ : G Ñ C | φ bounded and Borel-measurable u

By LDCT we have for φ P B8pGq that

ż

G

φdpµ ˚ νq “

ż

GˆG

φ ˝ πdpµˆ νq “

ż

G

ż

G

φpxyqdµpxqdνpyq

3. Let L8pGq “ B8pGq{Nm, where

Nm “ t f P B8pGq : f “ 0 m-locally-almost-everywhere u

i.e. if K Ď f´1pCzt 0 uq is compact then mpKq “ 0. Then a version of Riesz representation theorem
tells us that L1pGq˚ – L8pGq via

xf, φy “

ż

G

fφdm

Corollary 7.4. McpGq and MapGq are ideals in MpGq.

Proof. If N P BpGq an dµ, ν P MpGq, we have

pµ ˚ νqpNq “

ż

G

µpNy´1dνpyq “

ż

G

νpx´1Nqdµpxq

Suppose one of µ, ν lies in McpGq and N “ tx0 u. Then clearly pµ ˚ νqptx0 uq “ 0. Thus µ ˚ ν P McpGq.
Likewise if N is m-(locally)-null and one of µ, ν lies in MapGq, then for N 1 Ď N with N 1 P BpGq we

have for any x P G that x´1N 1, N 1x´1 are also m-(locally)-null. Thus pµ ˚ νqpN 1q “ 0. Thus µ ˚ ν P MapGq.
Corollary 7.4
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Remark 7.5. McspGq need not be a subalgebra of MpGq. Consider G “ K ˆ K for K an infinite compact
grape, and mK the normalized Haar measure on K. Then one can check that

pmK ˆ δeq ˚ pδe ˆmKq “ mK ˆmK “ mG ! mG

and K ˆ t e u, t e u ˆK are mG-null. So mK ˆ δe, δe ˆmK P McspGq.

Fact 7.6 (Hard). McspRq is not a subalgebra of MpRq. McspTq is not a subalgebra of MpTq.

Theorem 7.7 (Bochner integral for bounded continuous functions). Suppose X is a locally compact space
and L a Banach space, and let

CbpX,Lq “

"

F : X Ñ L | F continuous, ∥f∥8 “ sup
xPX

∥fpxq∥ ă 8

*

Then there is a bilinear map (integral)

CbpX,Gq ˆMpXq Ñ L

pF, µq ÞÑ

ż

X

Fdµ

with ∥∥∥∥ż
X

Fdµ

∥∥∥∥ ď ∥F∥8∥µ∥1

Furthermore if T P BpL,L1q (bounded linear operator), then

T

ˆ
ż

X

Fdµ

˙

“

ż

X

T ˝ Fdµ

Proof.

1. Let
S “ SpX,Lq “ spant 1Ep¨qξ : E P BpGq, ξ P L u

Each Φ P S admits a standard form

Φ “

n
ÿ

j“1

qEj
p¨qξj

where ξ1, . . . , ξn P L and E1, . . . , En P BpGq satisfy Ei XEj “ H for i ‰ j. Then S is a linear space of
L-valued functions.

For µ P MpXq and Φ as above, we let

ż

X

Φdµ “

n
ÿ

j“1

µpEjqξj

One checks that this is well-defined, that the map

S ˆMpXq Ñ L

pΦ, µq ÞÑ

ż

X

Φdµ

is bilinear, that ∥∥∥∥ż
X

Φdµ

∥∥∥∥ ď ∥Φ∥8∥µ∥1

and that if T P BpL,L1q then

T

ˆ
ż

X

Φdµ

˙

“

ż

X

T ˝ Φdµ
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2. Let S “ SpX,Lq
∥¨∥8

. Hence if Ψ P S then

Ψ “ lim
nÑ8

Φn

for some pΦnq8
n“1 in S. Then

ˆ
ż

X

Φndµ

˙8

n“1

is Cauchy in L, and hence has a limit
ż

X

Ψdµ

This value is independent of the choice of Φn; thus the “usual” norm estimate and composition with
bounded linear operators holds.

3. Let K Ď X be compact. If F P CbpX,Lq, then F pKq is compact in L, and hence is totally bounded.
i.e. given ε ą 0 we have

F pKq Ď

n
ď

j“1

Bpξj , εq

where ξ1, . . . , ξn P L. Let E1 “ F´1pBpξ1, εqq XK, and let

Ej “ F´1

˜

Bpξj , εqz

j´1
ď

i“1

Bpξi, εq

¸

XK

for j P t 2, . . . , n u. Then

Φ “

n
ÿ

j“1

1Ej
p¨qξj

and we have
max
xPK

∥F pxq ´ Φpxq∥ ´ ∥pFæKq ´ Φ∥8 ă ε

Hence by Item 2 we have
ż

K

Fdµ

is “good”.

4. Given µ P MpXq, find a sequence of compact sets for which

lim
nÑ8

|µ|pXzKnq “ 0

Given F P CbpX,Lq, let

ξn “

ż

Kn

Fdµ “

ż

X

FdµKn

(recall µKpEq “ µpE XKq). Then for n,m P N we have

∥ξn ´ ξm∥ “

∥∥∥∥ż
X

FdpµKn ´ µKmq

∥∥∥∥
ď ∥F∥8∥µKn

´ µKm
∥

ď ∥F∥8|µ|pKn △ Kmq

ď ∥F∥8p|µ|pGzKmq ` |µ|pGzKnqq

So pξnq8
n“1 is Cauchy in L. We call the limit

ż

X

Fdµ

one checks that this is independent of the sequence pKnq8
n“1. This integral is “good”. Theorem 7.7
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Definition 7.8. A Banach space X is a Banach G-module if there is an action

Gˆ X Ñ X
px, ξq ÞÑ x ¨ ξ

such that

• for a fixed x the map ξ ÞÑ x ¨ ξ is linear

• there is C ą 0 such that ∥x ¨ ξ∥ ď C∥ξ∥ for all x, ξ

• for any fixed ξ P X the map x ÞÑ x ¨ ξ is a continuous map G Ñ X . (Strong operator continuity.)

Theorem 7.9. X is a Banach MpGq-module with the action pµ, ξq ÞÑ µ ¨ ξ satisfying

• Bilinearity

• ∥µ ¨ ξ∥ ď C∥µ∥1∥ξ∥

• pµ ˚ νq ¨ ξ “ µ ¨ pν ¨ ξq.

Proof. Let

µ ¨ ξ “

ż

G

x ¨ ξdµpxq

We us properties of the integral to check the last property. Let ω P X ˚ so s ÞÑ xω, s ¨ ξy is in CbpGq Ď B8pGq

and we have

xω, pµ ˚ νq ¨ ξy “

ż

G

ż

G

xω, pxyq ¨ ξydνpxqdµpyq

“

ż

G

C

ω, x ¨

ż

G

y ¨ ξdνpyq
loooooomoooooon

v¨ξ

G

dµpxq

“

ż

G

xω, x ¨ pν ¨ ξqydµpxq

“ xω, µ ¨ pν ¨ ξqy

(One should check the first equality.) So pµ ˚ νq ¨ ξ “ µ ¨ pν ¨ ξq. Theorem 7.9

Recall our notation

px ˚ fqpyq “ fpx´1yq

pf ˚ xqpyq “ fpyx´1qp∆pxqq´1

for m-almost-every y. These make L1pGq both a left and right contractive G-module; i.e. ∥x ˚ f∥1 “ ∥f∥1 “

∥f ˚ x∥1. Thus we have that L1pGq is a contractive Banach MpGq-module with

µ ˚ f “

ż

G

x ˚ fdµpxq

f ˚ µ “

ż

G

f ˚ xdµpxq

with ∥µ ˚ f∥1 ď ∥µ∥1∥f∥1 and ∥f ˚ µ∥1 ď ∥f∥1∥µ∥1.
Recall that MapGq – L1pGq by Radon-Nikodym theorem. (Recall MapGq is the family of complex

measures that are absolutely continuous with respect to m; recall further that this is an ideal of MpGq.)
Thus if ν P MapGq with ν ! m, say with dν

dm “ f P L1pGq. We write ν “ fm; i.e.

pfmqpEq “

ż

E

fdm

So for h P C0pGq we get

xfm, hy “

ż

G

hfdm
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Proposition 7.10.

1. For µ P MpGq and f P L1pGq (so fm P MapGq), we have

µ ˚ pfmq “ pµ ˚ fqm

pfmq ˚ µ “ pf ˚ µqm

2. For f, g P L1pGq we define

f ˚ g “ pfmq ˚ g “

ż

G

fpxqx ˚ gdx

(Bochner integral). Then

f ˚ pgmq “ f ˚ g “

ż

G

f ˚ ygpyqdy

and
pf ˚ gqm “ pfmq ˚ pgmq

Proof.

1. If h P C0pGq we have
ż

G

hdpµ ˚ pfmqq “

ż

G

ż

G

hpxyqdµpxqfpyqdy

“

ż

G

ż

G

hpxyqfpyqdydµpyq (Fubini)

“

ż

G

ż

G

hpyqfpx´1yqdydµpyq

“

ż

G

hpyq

ż

G

fpx´yqdµpxqdy (Fubini)

“

ż

G

hµ ˚ fdm

and hence µ ˚ pfmq “ pµ ˚ fqm. The rest is similar.

2. Similar. Proposition 7.10

So pL1pGq, ˚q is a Banach algebra, canonically isomorphic to MapGq ŸMpGq. We call this the (L1-)grape
algebra.

Theorem 7.11. Let X be a non-degenerate Banach L1pGq-module; i.e. there is a bilinear map L1pGqˆX Ñ X
written pf, ξq Ñ f ¨ ξ such that

• ∥f ¨ ξ∥ ď C∥f∥1∥ξ∥ (where C ą 0 is independent of f, ξ).

• pf ˚ gq ¨ ξ “ f ¨ pg ¨ ξq.

• X0 “ spant f ¨ ξ : f P L1pGq, ξ P X u is dense in X .

Then X is a Banach G-module.

Proof. Let pfαqα in L1pGq be a contractive summability kernel. (We’ll see these on A2; in particular, we
require ∥fα∥1 ď 1 and

lim
α
fα ˚ f “ f

for f P L1pGq.) Define an action Gˆ X0 Ñ X0 by

x ¨

˜

n
ÿ

j“1

fj ¨ ξ

¸

“

n
ÿ

j“1

px ˚ fjq ¨ ξj
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We first check that this is well-defined. It is sufficient to check that if

n
ÿ

j“1

fj ¨ ξj “ 0

then
n
ÿ

j“1

px ˚ fjq ¨ ξj “ 0

Note, however, that

0 “

n
ÿ

j“1

fj ¨ ξj

“ x ˚ fα
loomoon

PL1pGq

¨

˜

n
ÿ

j“1

fj ¨ ξj

¸

“

n
ÿ

j“1

px ˚ fα ˚ fj
loomoon

α
ÝÑfj

q

α
ÝÑ

n
ÿ

j“1

px ˚ fjq ¨ ξj

“ x ¨

˜

n
ÿ

j“1

fj ¨ ξj

¸

i.e. x ¨ 0 “ 0. Similarly, this action is linear on X0, and is thus well-defined.
Now if

ξ0 “

n
ÿ

j“1

fj ¨ ξj P X0

and x P G we have

∥x ¨ ξ0∥ “

∥∥∥∥∥limα n
ÿ

j“1

px ˚ fα ˚ fjq ¨ ξj

∥∥∥∥∥
“ lim

α
∥x ˚ fα ¨ ξ0∥

ď lim sup
α

C ∥x ˚ fα∥1
loooomoooon

ď1

∥ξ0∥

ď C∥ξ0∥

Hence if we define π0pxq P BpX0q by π0pxqξ0 “ x ¨ ξ0 for ξ0 P X0, then tπ0pxq : x P G u is a uniformly bounded
family of operators, and hence extends to a uniformly bounded family of operators tπpxq : x P G u Ď BpX q.
We let x ¨ ξ “ πpxqξ and ∥x ¨ ξ∥ ď ∥πpxq∥∥ξ∥ ď C∥ξ∥.

It remains to check continuity in G. Suppose ξ P X and ε ą 0; pick

ξ0 “

n
ÿ

j“1

fj ¨ ξj P X0

with ∥ξ ´ ξ0∥ ă ε. Let V be a neighbourhood of e such that

∥x ˚ fj ´ fj∥ ă
ε

np∥ξj∥ ` 1q
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for x P V . Then for x P V we have

∥ξ ´ x ¨ ξ∥ ď ∥ξ ´ ξ0∥ ` ∥ξ0 ´ x ¨ ξ0∥ ` ∥x ¨ ξ0 ´ x ¨ ξ∥

ă p1 ` Cqε
n
ÿ

j“1

C∥fj ´ x ˚ fj∥1∥ξj∥

ă p1 ` 2Cqε

as desired. Theorem 7.11

Our conclusion: there is a bijective correspondence between Banach G-modules and Banach L1pGq-
modules: given a Banach G-module, Theorem 7.9 gives rise to a Banach MpGq-module (non-degenerate
for L1pGq), which restricts to a Banach L1pGq – MapGq-module, which by the last theorem gives rise to a
G-module. (We will see on A2 that if X is a G-module then fα ¨ ξ

α
ÝÑ ξ for ξ P X , which gives non-degeneracy.)

Example 7.12. Consider McpGq ŸMpGq a closed ideal, with

MpGq “ MdpGq
loomoon

–ℓ1pGq

‘ℓ1McpGq

Then ℓ1pGq – MpGq{McpGq is a quotient algebra, and hence a Banach MpGq-module. Note that

µ ¨ δx “
ÿ

yPApµq

µpt y uqδyx

Since ∥δx ´ δx1∥1 “ 1 for x ‰ x1, this is not a continuous G-module.

Theorem 7.13 (Wendel). Suppose G and H are locally compact grapes. If there is an isometric isomorphism
Φ: L1pGq Ñ L1pHq, then there is a continuous isomorphism φ : G Ñ H with continuous inverse.

The requirement that Φ be isometric is important:

Example 7.14. Consider Z4 and Z2 ˆ Z2. It transpires that ℓ1pZ4q – ℓ1pZ2 ˆ Z2q – Cpt 1, . . . , 4 uq via a
non-isometric isomorphism.

Proof of Theorem 7.13. 1. Let

ML1pGq “ tT P BpL1pGqq : T pf ˚ gq “ T pfq ˚ g for f, g P L1pGq u

(Here BpL1pGqq refers to bounded linear operators, not Borel sets.)

Claim 7.15. Then ML1pGq “ tTµ : µ P MpGq u where Tµpfq “ µ ˚ f and ∥Tµ∥ “ ∥µ∥1.

Proof. Suppose T P ML1pGq, and let pfαqα be a contractive summability kernel in L1pGq. ThenpT pfαqqα

is a bounded net in L1pGq ãÑ MpGq, and hence admits a weak˚-cluster-point by Banach-Alaoglu. By
taking a subnet, we may assume that in the weak˚topology we have

µ “ lim
α
T pfαq

Hence in MpGq we have

pµ ˚ fqm “ µ ˚ pfmq

“ w˚- lim
α
T pfαq ˚ pfmq

“ w˚- lim
α

pT pfαq ˚ fqm

“ w˚- lim
α
T pfα ˚ fqm

But since fα ˚f
α

ÝÑ f in L1pGq and T is bounded (and hence continuous), we have that T pfα ˚fq “ T pfq

in L1pGq, so
lim
α
T pfα ˚ fqm “ T pfqm

in norm, and in particular in the weak˚topology.
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TODO 4. Typography

so µ ˚ f “ T pfq; i.e. T “ Tµ.

We have ∥Tµ∥ ď ∥µ∥1 already. Conversely, we have

∥Tµ∥ ě sup
α

∥Tµpfαq∥1

“ sup
α

∥µ ˚ fα∥1

“ sup
α

sup
hPC0pGq

∥h∥8ď1

|xµ ˚ fα, hy|

ě sup
∥h∥8ď1

lim sup
α

|xµ, fα ¨ h
loomoon

α
ÝÑh (A2)

y|

“ sup
∥h∥8

|xµ, hy|

“ ∥µ∥1

as desired. Claim 7.15

2. We define rΦ: MpGq Ñ MpHq by letting T
rΦpµq

“ Φ ˝ Tµ ˝ Φ´1. (Exercise, using Item 1.) Then rΦ is an

isometric isomorphism which is strictly continuous: if pµαqα is a net in MpGq and µ P MpGq has

lim
α
µα ˚ f “ µ ˚ f

for any f P L1pGq, then

lim
α

rΦpµαq ˚ g “ rΦpµq ˚ g

for any g P L1pHq. Notice that xi
i

ÝÑ x in G if and only if δxi

i,strict
ÝÝÝÝÑ ξx in MpGq. (Forward direction

obvious, reverse an easy exercise.)

3. Let
rG “ ExtBpMpGqq

loooomoooon

closed unit

“ t zδx : z P T, x P G u

Then rG “ T ˆG (as sets, and by a weak˚-homeomorphism). Then rΦ, being a surjective isometry, has

rΦp rGq “ rH “ ExtBpMpHqq

(Note that this together with linearity imply that φ is surjective.) We define ζ : G Ñ T and φ : G Ñ H
by

rΦpδxq “ ζpxqδφpxq

Then
ζpxyqδφpxyq “ rΦpδxyq “ rΦpδxqrΦpδyq “ ζpxqζpyqδφpxqφpyq

So ζpxyqζpxqζpyqδeH “ δφpxyq´1φpxqφpyq. But δeH is supported on t eH u, and δφpxyq´1φpxqφpyq is a
probability measure. So φ and ζ are homomorphisms.

Now suppose xi
i

ÝÑ x in G. So δxi

i,strict
ÝÝÝÝÑ δx in MpGq. Then

ζpxiqδφpxq “ rΦpδxi
q
i,strict

ÝÝÝÝÑ rΦpδxq “ ζpxqδφpxq

So ζpxix
´1qδφpxix´1q

i,strict
ÝÝÝÝÑ δeH . We see by taking subsets if we must that 1 is the only cluster point

of ζpxix
´1q in T. It follows that ζ and φ are continuous.
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4. We check that φ´1 : H Ñ G is continuous. Note that Φ´1 : L1pHq Ñ L1pGq gives rise to a continuous
homomorphism χ : H Ñ T and a continuous isomorphism φ : H Ñ G. If x P G then

δx “ ĄΦ´1
loomoon

rΦ´1 (check)

˝rΦpδxq

“ rΦ´1pζpxqδφpxqq

“ ζpxqĄΦ´1pδφpxqq

“ ζpxqχpφpxqqδψpφpxqq

We deduce that pψ ˝ φqpxq “ x. So ψ ˝ φ “ id, and ψ “ φ´1. Theorem 7.13

8 Unitary representations

Let H be a Hilbert space and UpHq “ tU P BpHq : U˚U “ I “ UU˚ u.

Warning 8.1. In the infinite-dimensional setting, we must check both equalities U˚U “ I “ UU˚; it’s possible
for one to be satisfied but not the other.

Notation 8.2. For dual pairings, we will use x¨, ¨y. For sesquilinear forms, we will use x¨ | ¨y. In this class
we will use the physics convention: conjugate-linearity in the first argument, and linearity in the second
argument.

On BpHq we consider, in addition to the norm topology, the weak operator topology and the strong operator
topology :

τWO “ σpBpHq, tT ÞÑ xξ, Tηy : BpHq Ñ C, ξ, η P H uq

τSO “ σpBpHq, tT ÞÑ Tξ : BpHq Ñ pH, ∥¨∥q, ξ P H uq

We have τWO Ď τSO; i.e. Tα
SO,α

ÝÝÝÑ T implies Tα
WO,α

ÝÝÝÝÑ T .

Proposition 8.3.

1. The map BpBpHqq ˆBpBpHqq Ñ BpBpHqq (closed unit balls) given by pS, T q ÞÑ ST is τSO ˆ τSO-τSO
continuous.

2. On UpHq, the relativized topologies τSOæUpHq “ τWOæUpHq.

Hence pUpHq, τWOq is a topological grape.

Proof.

1. Suppose Sα
SO,α

ÝÝÝÑ S and Tα
SO,α

ÝÝÝÑ T in BpBpHqq. Then for ξ P H we have

∥SαTαξ ´ STξ∥ ď ∥SαTαξ ´ SαTξ∥ ` ∥SαTξ ´ STξ∥
ď ∥Tαξ ´ Tξ∥ ` ∥SαTξ ´ STξ∥
α

ÝÑ 0

2. Suppose Uα
WO,α

ÝÝÝÝÑ U in UpHq. Then for ξ P H we have

∥Uαξ ´ Uξ∥2 “ xUαξ ´ Uξ |Uαξ ´ Uξy

“ 2∥ξ∥2 ´ 2RexUαξ |Uξy
α

ÝÑ 2∥ξ∥2 ´ 2RexUξ |Uξy

“ 0

as desired. Proposition 8.3
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Remark 8.4.

1. The second item fails in BpBpHq. Indeed, let U : ℓ2pZq Ñ ℓ2pZq be the bilateral shift Uδn “ δn`1; so

U P UpHq Ď BpBpHqq. One can check that Un
WO,n

ÝÝÝÝÑ 0 while ∥Unξ∥ “ ∥ξ∥ for ξ P ℓ2pZq.

2. The map pS, T q ÞÑ ST is not pτWO ˆ τWOq-τWO continuous. Let U be as above. So Un, U´n WO,n
ÝÝÝÝÑ 0

but UnU´n “ I ­
WO,n

ÝÝÝÝÑ 0.

3. For a fixed S the maps T ÞÑ TS, T ÞÑ ST , and T ÞÑ T˚ are τWO-τWO continuous. (Check this.)

4. T ÞÑ T˚ is not τSO-τSO continuous. (Consider the unilateral shift S : ℓ2pNq Ñ ℓ2pNq so Sδn “ Sδn`1

Then pS˚qn Ñ 0 but Sn is always an isometry.

Proposition 8.5. UpHq is the only subgrape of BpBpHqq.

Proof. If U,U´1 P BpBpHqq then for ξ P H we have

∥ξ∥ “ ∥U´1Uξ∥ ď ∥Uξ∥ ď ∥ξ∥

so ∥Uξ∥ “ ∥ξ∥. hence
xξ | ξy “ ∥ξ∥2 “ ∥Uξ∥2 “ xξ |U˚Uξy

where pU˚Uq˚ “ U˚U , so we can use the polarization identity: on any ξ, η P H we have

4xξ, ηy “

3
ÿ

k“0

ikxξ ` ikη | ξ ` ikηy “

3
ÿ

k“0

ikxξ ` ikη |U˚Upξ ` ikηqy “ 4xξ |U˚Uηy

So U˚U “ I, and U˚ “ U˚UU´1 “ U´1. Proposition 8.5

Definition 8.6. A unitary representation is a homomorphism π : G Ñ UpHq, with H a Hilbert space, which
is τG-τSO continuous. (If x ¨ ξ “ πpxqξ, we get a “unitary” Banach G-module.

Theorem 8.7. There is a bijective correspondence between

piq Unitary representations π : G Ñ UpHq with H a Hilbert space.

pi1q Contractive (i.e. C “ 1) Banach G-modules on a Hilbert space.

piiq Non-degenerate ˚-representations π1 : L
1pGq Ñ BpHq with H a Hilbert space.

pii1q Contractive representations π1 : L
1pGq Ñ BpHq with H a Hilbert space.

TODO 5. typography

Proof. For piq ðñ pi1q and piiq ðñ pii1q, we collect prior propositions on unitaries and the G-module to
L1pGq-module correspondence. It remains to check that piq ðñ piiq.

If π : G Ñ UpHq is a unitary representation, then for f P L1pGq we let π1pfq P BpHq be

π1pfqξ “

ż

G

fpxqπpxqξ

(Bochner integral) for ξ P H. Then for ξ, η P H we have

xπ1pfq˚ξ | ηy “ xξ |π1pfqηy

“

ż

G

fpxqxξ |πpxqηydx

“

ż

G

fpxqxπpx´1ξ | ηydx

“

ż

G

fpx´1qp∆pxqq´1
looooooooomooooooooon

f˚pxq

xπpxqξ | ηydx (using πpx´1q “ πpxq˚)

“

ż

G

xf˚pxqπpxqξ | ηydx

“ xπ1pf˚qξ | ηy
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So π1pfq˚ “ π1pf˚q. Conversely, if π1 : L
1pGq Ñ UpHq is a ˚-homomorphism and pfαqα is a summability

kernel for L1pGq, then pf˚
α qα is a summability kernel (check, might be useful on assignment), and we define

πpxq˚ “ WO- lim
α
π1px ˚ fαq˚ “ WO- lim

α
π1pf˚

α ˚ x´1q “ πpx´1q

One should check the first equality.

TODO 6. What?

TODO 5

9 Gelfand theory for commutative Banach algebras

Let A be a commutative Banach algebra: so ∥ab∥ ď ∥a∥∥b∥ and ab “ ba, etc.

Example 9.1.

1. Consider C0pXq where X is a locally compact Hausdorff space. This is unital if and only if X is
compact.

2. Consider pL1pGq, ˚q with G abelian. This is unital if and only if G is discrete (so L1pGq “ ℓ1pGq).
(For the left-to-right implication, consider the multiplier Tfm´δe if f is the identity for L1pGq. Then
∥Tfm´δe∥ “ ∥fm´ δe∥1, and the latter is ě 1 “ ∥δe∥ if G is non-discrete, while Tfm´δe “ 0 if L1pGq is
unital.)

3. If S is an abelian semigrape, consider pℓ1pSq, ˚q with

ÿ

sPS

apsqδs ˚
ÿ

tPS

bptqδt “
ÿ

uPS

¨

˚

˝

ÿ

s,tPSˆ
st“u

apsqbptq

˛

‹

‚

δu

It is possible for ℓ1pSq to be unital, with S being unital.

4. Consider D “ t z P C : |z| ă 1 u and

ApDq “ t f P CpDq : fæD is holomorphic u

Definition 9.2. We let the (Gelfand) spectrum of A be

pA “ tχ : A Ñ C | χ ‰ 0, χ linear, C-multiplicative u

We refer to the elements of pA as characters.

We from now on assume that A is unital.

Proposition 9.3. Let A be as above and χ P pA. Then

1. χp1Aq “ 1.

2. If a P Aˆ (i.e. a is invertible) then χpaq ‰ 0.

3. |χpaq| ď ∥a∥ for a P A.

Proof.

1. Since χ ‰ 0 we have a so χpaq ‰ 0, and χp1Aqχpaq “ χpaq.

2. We have 1 “ χp1Aq “ χpaa´1q “ ξpaqξpa´1q.
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3. If λ P C with |λ| ą ∥a∥ then ∥λ´1a∥ ă 1, and

pλ1A ´ aq´1 “ λ´1p1A ´ λ´1aq´1 “ λ´1
8
ÿ

n“0

λ´nan

(convergence in the Banach space A), so χpλ1A ´ aq ‰ 0. i.e. λ ‰ χpaq if |λ| ą ∥a∥. The result
follows. Proposition 9.3

Corollary 9.4. With A as above we have that pA Ď A˚ is w˚--compact.

Proof. Since pA Ď BpA˚q, it suffices to show that pA is w˚--closed (by Banach-Alaoglu). If pχαqα is a net in pA
with χα

w˚,α
ÝÝÝÑ χ, then for a, b P A we have

χpabq “ lim
α
χpabq “ lim

α
χαpaqχαpbq “ χpaqχpbq

and
1 “ lim

α
χαp1Aq “ χp1Aq

so χ ‰ 0. Corollary 9.4

Lemma 9.5. Suppose A is as above and I Ř A is an ideal. Then

1. I X Aˆ “ H.

2. I Ř A and is also an ideal.

3. I is contained in a maximal ideal I Ď M Ř A.

4. If I is maximal then it is closed.

Proof.

1. If a P Aˆ then 1A P aA, so a R I.

2. If ∥b∥ ă 1 in A then 1 ´ b P A˚. Indeed,

p1 ´ bq´1 “

8
ÿ

n“0

bn

so the open set U “ t a P A : ∥a ´ 1A∥ ă 1 u Ď Aˆ. Then I X U “ H, hence I X U “ H, and I Ř A.
Also if

a “ lim
nÑ8

an

for an P I and b P A then
ba “ lim

nÑ8
ban P I

So I is an ideal.

3. Let Ξ “ tJ Ř A : J an ideal, I Ď J u. Then Ξ is partially ordered by inclusion. If Γ Ď Ξ is a chain
then

K “
ď

J PΓ

J P Ξ

(using (1.)), and K is an upper bound for Γ. By Zorn’s lemma we are done.

4. We use (2.) and maximality. Lemma 9.5

Theorem 9.6.

1. If a P A then σpaq “ tλ P C : λ1 ´ a R Aˆ u ‰ H.
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2. (Gelfand-Mazur) If a (commutative, unital) Banach algebra is a division ring, then A “ C1A.

Proof.

1. This is done exactly as in the case BpX q (bounded operators on X ).

2. If there were a P AzC1A, then λ1´ a R Aˆ for all λ P C, contradicting the first point. Theorem 9.6

Theorem 9.7. If A is a unital commutative Banach algebra, then its set of distinct maximal ideals is
t kerpχq : χ P pA u. (i.e. if χ1 ‰ χ2 then kerpχ1q ‰ kerpχ2q.)

Proof. Since A{ kerpχq – C is a field, each kerpχ is a maximal ideal. If kerpχq “ kerpχ1q then for any a P A
we have

χpaq1A ´ a P kerpχq “ kerpχ1q

so
χ1paq “ χ1pχpaq1A ´ pχpaqA ´ aqq “ χpaq

so χ “ χ1.
If M is a maximal ideal of A then A{M (with quotient norm

∥a` M∥ “ inf
bPM

∥a´ b∥

which one should check forms a Banach algebra) admits no proper ideals. Indeed, if J Ř A{M is an ideal,
then M Ď q´1pJ q Ř A (where q : A Ñ A{M is the quotient map) and q´1pJ q is an ideal, so q´1pJ q “ M,
and J “ t 0 ` M u. Thus for a P AzM we have

1A ` M P pa` Mq ¨ pA{Mq
loooooooooomoooooooooon

principal ideal

and a ` M P pA{Mqˆ. By the Gelfand-Mazur theorem, we have A{M “ Cp1A ` Mq. Let χ : A Ñ C be

given by χpaqp1A ` Mq “ a` M. Then χ P pA and M “ kerpχq. Theorem 9.7

Corollary 9.8.

1. We have
AzAˆ “

ď

xP pA

kerχ

2. If a P A then
sup
χP pA

|χpaq| “ lim
nÑ8

∥an∥ 1
n

Proof.

1. If a P Aˆ, we already saw that
a P Az

ď

xP pA

kerpχq

If a P AzAˆ then aA is a proper ideal, and hence is contained in a maximal ideal kerpχq.

2. Let λ P C and a P A. Then

λ P σpaq ðñ λ1A ´ a P AzAˆ

ðñ λA ´ a P kerpχq for some χ P pA
ðñ λ “ χpaq

Hence
sup
χP pA

|χpaq| “ max
λPσpaq

|λ| “ lim
nÑ8

∥an∥ 1
n

by Beurling’s spectral radius formula. Corollary 9.8
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10 Abelian harmonic analysis

Let G be a locally compact abelian grape.

Remark 10.1. Both L1pGq and MpGq are abelian Banach algebras. (Indeed we have

ż

G

hdpµ ˚ νq “

ż

G

ż

G

hpxyqdµpxqdνpyq

at which point we can apply Fubini-Tonelli.)

Proposition 10.2. Suppose τ : G Ñ Cˆ is a continuous homomorphism. Then

1. τ “ |τ |σ where σ : G Ñ T is a continuous homomorphism.

2. τ is bounded if and only if τpGq Ď T.

3. The set pG “ tσ : G Ñ T | σ a continuous homomorphism u is a grape under pointwise operations.

Proof.

1. We let

σpxq “
τpxq

|τpxq|
for x P G.

2. We have |τ |pGq Ď p0,8q. Then τ is bounded if and only if |τ |pGq “ t 1 u.

3. Obvious. Notice that σ´1 “ σ (pointwise conjugation). Proposition 10.2

Definition 10.3. We call pG the dual grape of G.

Theorem 10.4. We have

1. {L1pGq “ tχσ : σ P pG u where

χσpfq “

ż

G

fσdm

(Recall {L1pGq is the Gelfand spectrum.) Note that pG Ď CbpGq Ď L8pGq.

2. pGY t 0 u is a w˚- compact set in L8pGq, and hence pG is w˚- locally compact.

3. p pG,w˚q is a locally compact grape.

Proof.

1. Let

A “

#

L1pGq “ ℓ1pGq if G discrete

L1pGq ‘ℓ1 Cδe ãÑ MpGq else

If χ P {L1pGq, define rχ : A Ñ C by rχpf ` λδeq “ χpfq ` λ and rχ P pA. Hence ∥rχ∥ ď 1, so ∥χ∥ “

∥rχæL1pGq∥ ď 1, and in particular χ is bounded.

We fix χ P zLpGq and let f, g P L1pGq with χpfq, χpgq ‰ 0. Then for x P G we have

χpx ˚ fqχpgq “ χpx ˚ f ˚ gq “ χpx ˚ g ˚ fq “ χpx ˚ gqχpfq

Hence

σpxq “
χpx ˚ fq

χpfq
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is independent of f P L1pGqz kerpχq. Notice that σ is bounded in x:

|σpxq| “
|χpx ˚ fq|
|χpfq|

ď
∥x ˚ f∥1
|χpfq|

“
∥f∥1
|χpfq|

and σ is continuous as the map G Ñ L1pGq given by x ÞÑ x ˚ f is continuous.

If x, y P G and f P L1pGqz kerpχq then χpf ˚ fq “ χpfq2 ‰ 0, so

σpxyq “
χpx ˚ y ˚ f ˚ fq

χpf ˚ fq
“
χpx ˚ f ˚ y ˚ fq

χpfq2
“ σpxqσpyq

so σ : G Ñ Cˆ is a bounded homomorphism, and σ P pG.

Notice that if σ ‰ τ in pG then tx P G : σpxq ‰ τpxq u is open in G, and hence not locally m-null, and
χσ ‰ χτ .

Finally, notice that for g P L1pGq we have

χσpgq “

ż

G

gσdm “

ż

G

gpxq
χpx ˚ fq

χpfq
dx “

1

χpfq
χ

¨

˚

˚

˚

˝

ż

G

gpxqx ˚ fdy
loooooooomoooooooon

g˚f

˛

‹

‹

‹

‚

“ χpgq

2. By Banach-Alaoglu it suffices to show that pG Y t 0 u Ď BpL8pGqq is w˚-closed. If pσαqα is a net in
pGY t 0 u converging to σ P BpL8pGqq, we can see for f, g P L1pGq that

xf ˚ g, σy “ lim
α

xf ˚ g, σαy “ lim
α

xf, σαyxg, σαy “ xf, σyxg, σy

so σ P pGY t 0 u. (Note that if τ P pG then

xf ˚ g, τy “

ż

G

ż

G

fpxqgpx´1yqτpyqdxdy “

ż

g

ż

G

fpxqgpyqτpxyqdxdy “ xf, τyxg, τy

which yields the desired result.)

If σ P pG then since the weak˚-topology is Hausdorff, there is a w˚-openset W containing σ such that
0 R W . But W X pG “ W X p pGY t 0 uq is compact.

3. LetM : L8pGq Ñ BpL2pGqq (bounded linear operators) be given byMpφqξ “ φ¨ξ (m-almost-everywhere
pointwise multiplication). Then forξ, η P L2pGq we have

xξ |Mpφqηy “

ż

G

φ ξη
loomoon

PL1
pGq,

Cauchy-Schwarz

dm

Also, if f P L1pGq, then

xφ, fy “

ż

G

φfdm “ xsgnf ¨ |f | 12 |Mpφq|f | 12 y

HenceM is a w˚-WO homeomorphism onto its range; i.e. φα
w˚,α

ÝÝÝÑ in L8pGq if and only ifMpφαq
WO,α

ÝÝÝÝÑ

Mpφq in MpL8pGqq. Now, since for σ P pG we have σpGq Ď T we see that Mpσq P UpL2pGqq. (One

checks that Mpφq “ Mpφq˚. Hence Mæ pG : pG Ñ Mp pGq Ď UpL2pGqq is a w˚-WO homeomorphism. The
result then follows. Theorem 10.4

Proposition 10.5.

1. If G is discrete, then pG is compact.

41



2. If G is compact, then pG is discrete.

Proof.

1. L1pGq “ ℓ1pGq is unital, so pG – {ℓ1pGq is compact.

2. We normalize m so mpGq “ 1. ifσ P pGzt 1 u, then there is y P G with σpyq ‰ 1. hence

ż

G

σpxqdx “

ż

G

σpyxqdx “ σpyq

ż

G

σpxqdx

and hence
ż

G

σpxqdx “ 0

Clearly
ż

G

1pxqdx “ 1

Hence
$

&

%

τ P pG : |xτ, 1y ´ x1, 1y
loomoon

1

| ă
1

2

,

.

-

is a w˚-open neighbourhood of 1 and equals 1. Thus pG is discrete. Proposition 10.5

Example 10.6.

1. Consider G “ Z; we use additive notation. if σ P pZ, let z “ σp1q (where 1 is the generator of Z, not its
identity). Then for n P Z we have σpnq “ zn. Write σ “ σz. Clearly for any z P T we have σz defines

an element of pZ. Thus pZ “ tσz : z P T u, and if z ‰ z1 then σz ‰ σz1 .

Let us consider a w˚-open neighbourhood of 1 “ σ1 P pZ

U “

n
č

k“´n

tσz P pZ : |xσz, δky ´ xσz, δ0y| ă 1 u “

n
č

k“´n

tσ P pZ : |zk ´ 1| ă 1 u

Write z “ exppitq for ´π ă t ď π. For k P t ´n, . . . , n u we have

1 ą |zk ´ 1|2 “ |exppiktq ´ 1|2 “ 2 ´ 2 cospktq

So cospktq ą 1
2 and kt P p´π

3 ,
π
3 q (modulo 2π). Hence U “ t exppitq : t P p´ π

3n ,
π
3n q u. Hence a

w˚-neighbourhood of σ1 in pZ is a neighbourhood base of 1 in T. Thus T – tσz : z P T u has an induced
w˚-topology finer than the ambient topology. On sets, comparable compact Hausdorff topologies
coincide.

2. Consider G “ R. Suppose σ P pR. Then σ is continuous with σp0q “ 1, so there is α ą 0 so

ż α

0

σpxqdx ‰ 0

Now if y P R then

σpyq

ż α

0

σpxqdx “

ż α

0

σpy ` xqdx “

ż α´y

´y

σpxqdx

The fundamental theorem of calculus then tells us that σ is differentiable. Now, for x P R we have

σ1pxq “ lim
hÑ0

σpx` hq ´ σpxq

h
“ σpxq lim

hÑ0

σphq ´ σp0q

h
“ σpxqσ1p0q

42



Let fpxq “ expp´σ1p0qxqσpxq. Then fp0q “ 1 and f 1pxq “ 0 (product rule) so by the mean value
theorem we have fpxq “ 1 for all x; i.e. σpxq “ exppzxq (where z P C). Moreover σpRq Ď T, so a “ is

for s P R. Let σ “ σs, where σspxq “ exppisxq. Clearly s ‰ t in R, so σs ‰ σt, and σs P pR.
Consider a w˚-open neighbourhood of σ0:

Ua,ε “ tσP
pR : |xσs, 1r´a,asy ´ xσ0, 1r´a,asy| ă ε u

“

"

σs P pR :

∣∣∣∣ż a
´a

pexppisxq ´ 1qdx

∣∣∣∣ ă ε

*

“

$

&

%

σs P pR : 2

∣∣∣∣∣ sinpasq

s
´ a

looooomooooon

∣∣∣∣∣
ψapsq

ă ε

,

.

-

where ψa is an analytic and hence continuous function. Also

lim
sÑ˘8

|ψapsq| “ |a|

and
lim
aÑ8

ψapsq “ 8

We conclude that tUa,ε : a ą 0, ε ą 0 u is a usual neighbourhood basis of 0 in R. Hence the weak˚

topology is finer than the ambient topology. But

w˚- lim
sÑt

σs “ σt

(easy exercise). So the weak˚ topology is coarser than the ambient topology. So

pR “ tσs : s P R u – R

as locally compact grapes.

3. Consdier G “ T. Consider σ1 : R Ñ T with σ1ptq “ exppitq; so kerpσ1q “ 2πZ. If τ P pT then τ ˝ σ1 P pR
so τ ˝ σ1pxq “ exppisxq for some s P R, with 1 “ τ ˝ σ1p2πq “ exppi2πsq, so s “ n P Z. Hence

τ ˝ σ1pxq “ exppixnq “ σ1pxqn for x P R. Hence pT “ t z ÞÑ zn : n P Z u. The topology is discrete.

Suppose A is a commutative unital Banach algebra; e.g. A “ L1pGq ` Cδe Ď MpGq. Recall Beurling’s
spectral radius formula:

sup
χP pA

∥χpaq∥ “ lim
nÑ8

∥an∥ 1
n ď ∥a∥

Definition 10.7. For f P L1pGq we define the Fourier transform of f to be pf : pG Ñ C given by

pfpσq “

ż

G

fσdm

Theorem 10.8 (Riemann-Lebesgue, Gelfand). The map L1pGq Ñ C0p pGq given by f ÞÑ pf is a homomorphism
with

1. ∥ pf∥8 “ lim
nÑ8

∥f˚n∥
1
n
1 ď ∥f∥1.

2. Ap pGq “ t pf : f P L1pGq u is dense in C0p pGq.

Proof. We recall that pGY t 0 u is compact. We have that pfpσq “ χσpfq is continuous in σ as pG has the weak*

topology. If we let pfp0q “ 0, then pf is continuous on pGY t 0 u (from the proof of a previous theorem)

TODO 7. which

Hence pf P C0p pGq. We now verify the required conditions.
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1. This is simply Beurling’s spectral radius formula.

2. We notice that Ap pGq is point-separating on pG. (If σ ‰ τ in pG then χσ ‰ χτ , so there is f P L1pGq with

pfpσq “ χσpfq ‰ χτ pfq “ pfpτq

Since f ÞÑ pf is (almost) the Gelfand transform, we get that f ÞÑ pf is multiplicative, so Ap pGq is a

subalgebra. We also have for f P L1pGq and σ P pG that

xf˚pσq “

ż

G

f˚pxqσpxqdx “

ż

G

fpx´1qσpxqdx “

ż

G

fpxqσpxqdx “ pfpσq

So xf˚ “ pf (pointwise conjugate). So by Stone-Weierstrass theorem, we’re done. Theorem 10.8

Lemma 10.9. The map Gˆ pG Ñ T given by px, σq ÞÑ σpxq is continuous.

Proof. Fix σ P pG and x P G. Let f P L1pGq have pfpσq ‰ 0. Then

pfpσqσpxq “

ż

G

fpxqσpyx´1qdy “

ż

G

fpxyqσpyqdy “ zf ¨ xpσq

Now if also τ P pG and y P G then∣∣∣ pfpσqσpxq ´ pfpτqτpyq

∣∣∣ “

∣∣∣zf ¨ xpσq ´ yf ¨ ypτq

∣∣∣
ď

∣∣∣zf ¨ xpσq ´ zf ¨ xpτq

∣∣∣ `

∣∣∣zf ¨ xpτq ´ yf ¨ ypτq

∣∣∣
ď

∣∣∣yf ¨ ypσq ´ yf ¨ ypτq

∣∣∣ ` ∥f ¨ x´ f ¨ y∥1
yÑx,τÑσ

ÝÝÝÝÝÝÑ 0

Since pf is continuous, this shows that τpyq
yÑx,τÑσ

ÝÝÝÝÝÝÑ σpxq. Lemma 10.9

Definition 10.10. A function u : G Ñ C is called positive-definite if for each x1, . . . , xn P G and n P N the
matrix rupx´1

j xiqs is positive semidefinite; i.e. if for λ1, . . . , λn P C we have

n
ÿ

i“1

n
ÿ

j“1

λiλjupx´1
j xiq “

C

¨

˚

˝

λ1
...
λn

˛

‹

‚

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rupx´1
j xiqs

¨

˚

˝

λ1
...
λn

˛

‹

‚

G

ě 0

Proposition 10.11. A positive-definite function u : G Ñ C satisfies

1. upx´1q “ upxq for x P G

2. |upxq| ď upeq for x P G.

Proof. Let u “ 2, x1 “ e, and x2 “ x. Then

ˆ

upeq upx´1q

upxq upeq

˙

is positive semidefinite. Then the claims are just exercises in linear algebra. Proposition 10.11

Notation 10.12. We let B`pGq denote the space of continuous positive definite functions on G.

So B`pGq Ď CbpGq.

Example 10.13.
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1. Note that pG Ď B`pGq. Indeed, if x1, . . . , xn P G and λ1, . . . , λn P C then

n
ÿ

i“1

n
ÿ

j“1

λiλj σpx´1
j xiq

loooomoooon

σpxjqσpxiq

“

∣∣∣∣∣ nÿ
j“1

λjσpxjq

∣∣∣∣∣
2

ě 0

2. (Reverse Fourier-Stieltjes transform) If µ P Mp pGq, we let qµ : G Ñ C be

qµpxq “

ż

pG

σpxqdµpσq

If µ P M`pGq then qµ is positive definite. Indeed, suppose x1, . . . , xn P G and λ1, . . . , λn P C. Then

n
ÿ

i“1

n
ÿ

j“1

λiλj qµpx´1
j xiq

loooomoooon

ş

xG
σpxjqσpxiqdµpσq

“

ż

pG

∣∣∣∣∣ nÿ
j“1

λjσpxjq

∣∣∣∣∣
2

dµpσq ě 0

Proposition 10.14. If µ P Mp pGq then qµ is uniformly continuous.

Proof. First, suppose K “ supppµq is compact in pG. Suppose ε ą 0, and for each σ P K let

• Uσ be a neighbourhood of e in G such that x P Uσ implies |σpxq ´ 1| ă ε

• Wσ be a neighbourhood of σ in pG, Vσ Ď Uσ be such that

τ P Wσ, x P Vσ ùñ |τpxq ´ 1| ă ε

(by joint continuity of Gˆ pG Ñ T). We have that

K Ď

n
ď

i“1

Wσi

for some σ1, . . . , σn P K, and we let

V “

n
č

i“1

Vσi Ď G

Hence if x P V and τ P K then |τpxq ´ 1| ă ε. Now, if x, y P G with xy´1 P V then

|qµpxq ´ qµpyq| ď

ż

pG

|σpxq ´ σpyq|d|µ|pσq “

ż

pG

|σpxy´1q ´ 1|
looooooomooooooon

ăε

d|µ|pGq ď ε|µ|pGq

Now if µ P Mp pGq, we can find compact K Ď pG so ∥µ ´ µK∥1 ă ε. The usual approximation of qµ by |µK
applies Proposition 10.14

Corollary 10.15. If µ P M`p pGq, then qµ P B`pGq.

A problem: we don’t yet know that f ‰ 0 in L1pGq implies pf ‰ 0 in C0p pGq.

Proposition 10.16 (Injectivity of the reverse Fourier-Stieltjes transform). If µ ‰ ν in Mp pGq then qµ ‰ qν in
CbpGq.

Proof. If f P L1pGq, we have for µ P MpGq that

ż

pG

pfdµ “

ż

pG

ż

G

fpxqσpxqdxdµpσq “

ż

G

fpxq

ż

pG

σpx´1qdµpσqdx “

ż

G

fpxqqµpx´1qdx (3)
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Let νpEq “ µpE´1q for E P BpGq. One can check that qνpxq “ qµpx´1q. Hence if qµ “ 0, then since Ap pGq is

dense in C0p pGq, we see that for h P C0p pGq we have

ż

pG

hdµ “ 0

and thus µ “ 0. It is evident that µ ÞÑ qµ is linear. Proposition 10.16

Theorem 10.17 (Bochner’s theorem). B`pGq “ t qµ : µ P M`pGq u. Hence the map M`pGq Ñ B`pGq given
by µ ÞÑ qµ is a bijection.

Proof. Suppose u P B`pGqzt 0 u. We normalize so upeq “ ∥u∥8 “ 1. Define a sesquilinear form on
L1pGq ˆ L1pGq by

rf | gs “

ż

G

f˚ ˚ gudm

Notice that
|rf | gs| ď ∥f˚ ˚ g∥1∥u∥8 ď ∥f∥1∥g∥1

so r¨ | ¨s is continuous on L1pGq ˆ L1pGq. Now

rf | gs “

ż

G

ż

G

fpx´1qgpx´1yqupyqdxdy

“

ż

G

ż

G

fpx´1qgpyqupxyqdxdy

“

ż

G

ż

G

fpxqgpyqupx´1yqdxdy

(since G is unimodular). Suppose

φ “

n
ÿ

i“1

ai1Ei P S1pGq

(i.e. simple, integrable, Ei P BpGq, mpEiq ă 8, and Ei X Ej “ H for i ‰ j). (Assume also that supppφq is
compact.)

Suppose ε ą 0. We can assume by taking Borel decompositions of each Ei that there are xi P Ei for each
i such that

|upx´1yq ´ upx´1
j xiq|mpEjqmpEiq ă

ε
řn
i,j“1|ai||aj | ` 1

by continuity of u. Then

S “

n
ÿ

i“1

n
ÿ

j“1

ajaiupx´1
j xiqmpEjqmpEjq ě 0

and

|rφ | φs ´ S| “

∣∣∣∣∣ nÿ
i“1

n
ÿ

j“1

ajai

ż

Ei

ż

Ej

pupx´1yq ´ upx´1
j xiqqdxdy

∣∣∣∣∣
ď

n
ÿ

i“1

n
ÿ

j“1

|aj ||ai| sup
px,yqPEjˆEi

|upx´1yq ´ upx´1
j xiq|mpEjqmpEiq

ă ε

Hence rφ | φs ą ´ε. The decomposition above can be done for any ε ą 0; hence rφ | φs ě 0. Approximating
f in L1pGq by elements φ as above, and using continuity of r¨ | ¨s we get that rf | f s ě 0.

We may apply Cauchy-Schwarz inequality to see that

|rf | gs|2 ď rf | f srg | gs
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We let V denote a base at e in relatively compact symmetric neighbourhoods. If V P V, we let kV “

pmpV qq´11V . Notice that k˚
V “ kV by unimodularity. Also pkV ˚ kV qV PV is a summability kernel; i.e.

∥kV ˚ kV ∥1 ď, supppkV ˚ kV q Ď V 2, and
ż

G

kV ˚ kV dm “ χ1pkV ˚ kV q “ 1

In particular, we have

lim
V

rkV | kV s “ lim
V

ż

G

kV ˚ kV udm “ upeq “ 1

and

rkV | f s “

ż

G

kV ˚ fudm
VŒt e u

ÝÝÝÝÝÑ

ż

G

fudm

Hence ∣∣∣∣ż
G

fudm

∣∣∣∣2 “ lim
V

|rkv | f s|2 ď lim sup
V

rkV | kV srf | f s “ rf | f s

Let h “ f˚ ˚ f , so h˚ “ h. (One should check this.) Let h˚2 “ h ˚ h, h˚4 “ h˚2 ˚ h˚2, etc. Then∣∣∣∣ż
G

fudm

∣∣∣∣2 ď rf | f s “

ż

G

hudm

ď rh | hs
1
2

“

ˆ
ż

G

h˚2udm

˙
1
2

ď rh˚2 | h˚2s
1
4

ď rh˚4 | h˚4s
1
8

ď ¨ ¨ ¨

ď rh˚2n | h˚2ns2
´pn`1q

“

ˆ
ż

G

h˚2n`1

udm

˙2´pn`1q

ď

∥∥∥h˚2n`1
∥∥∥ 1

2n`1

1

nÑ8
ÝÝÝÑ

∥∥∥ph∥∥∥
8

Thus ∣∣∣∣ż fudm∣∣∣∣2 ď

∥∥∥ph∥∥∥
8

“

∥∥∥xf˚ pf
∥∥∥

8
“

∥∥∥∥∣∣∣ pf ∣∣∣2∥∥∥∥
8

“

∥∥∥ pf∥∥∥
8

Since Ap pGq is dense in C0p pGq we have that

pf ÞÑ

ż

G

fudm

extends to a continuous linear functional on C0p pGq. So, by the Riesz representation theorem, there is

µ P Mp pGq with
ż

G

fudm “

ż

pG

pfdµ

By Equation (3), we have
ż

pG

pfdµ “

ż

G

fpxqqµpx´1qdx “

ż

G

fpxqqνpxqdx

for some ν. Hence u “ qν. If φ P C0p pGq then we may write

φ “ lim
nÑ8

xfn
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by density of Ap pGq. Then

ż

pG

|φ|2dµ “ lim
nÑ8

ż

pG

xfnxfndµ “ lim
nÑ8

ż

G

f˚
n ˚ fnudm ě 0

so µ P M`pGq. Theorem 10.17

Proposition 10.18 (Another class of positive definite functions). Suppose f P L1 X L2pGq. Then f˚ ˚ f P

B` X L1pGq.

Proof. That f˚ ˚ f P L1pGq follows from the closure of L1pGq under convolution. We compute, for almost
every x P G,

pf˚ ˚ fqpxq “

ż

G

fpy´1qfpy´1xqdx

“

ż

G

rfpyq rfpx´1yqdy

“

A

rf
ˇ

ˇ

ˇ
x ˚ rf

E

“

A

x´1 ˚ rf
ˇ

ˇ

ˇ

rf
E

(inner product on L2pGq)

where rfpyq “ fpy´1q for almost every y; note that rf P L1 XL2pGq by unimodularity. Since CcpGq is dense in
L2pGq, we get that L2pGq has continuity of translation (same proof as for L1pGq). Hence x ÞÑ x rf, x ˚ rfy is
continuous, so f˚ ˚ f may be taken to be continuous. Now let x1, . . . , xn P G and λ1, . . . , λn P C. Then

n
ÿ

j“1

n
ÿ

i“1

λjλif
˚ ˚ fpx´1

j xiq

“

n
ÿ

j“1

n
ÿ

i“1

λjλi

A

xj ˚ rf
ˇ

ˇ

ˇ
xi ˚ rf

E

“

∥∥∥∥∥ n
ÿ

i“1

λixi ˚ rf

∥∥∥∥∥
2

2

ě 0

as desired. Proposition 10.18

Corollary 10.19. If f P CcpGq then f˚ ˚ f P B` X L1pGq.

We let BpGq “ t qµ : µ P Mp pGq u. Since the map Mp pGq Ñ V pGq Ď CubpGq (where the latter is the
collection of uniformly continuous bounded functions on G) given by µ ÞÑ qµ is linear (easily seen). The
Hahn-Jordan decomposition of measures then shows that BpGq “ spanB`pGq.

Exercise 10.20 (Probably on A3). Show that the map G Ñ B1pGq given by x ÞÑ x ˚ f is continuous in G and
isometric in the norm on B1pGq given by ∥f∥B1pGq “ ∥f∥1 ` ∥µ∥1 where f “ qµ by Bochner’s theorem.

Theorem 10.21 (Inversion theorem). Let B1pGq “ B X L1pGq.

1. If f P B1pGq then pf P L1p pGq.

2. For a suitable normalization of the Haar measures mG and m
pG we have for f P V 1pGq that

fpxq “

ż

pG

pfpσqσpxqdσ

i.e. f “
q

pf .

Proof. We proceed in stages.
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(I) If h P L1pGq and f “ qµ P B1pGq, then

ph ˚ qµqpeq “

ż

G

hpxqqµpx1´eqdx “

ż

G

ż

xH

hpxqσpxqdµpσqdx “

ż

pG

phdµ

If also g “ qν P BpGq then

ż

pG

phpqνdµ “

ż

pG

zh ˚ qνdµ “ ph ˚ qν ˚ qµqpeq “ ph ˚ qµ ˚ qνq “

ż

pG

phpqµdν

Since Ap pGq “ t pf : f P L1pGq u is dense in C0pGq, we have

p

qνdµ “ p

qµdν (4)

i.e.

“
dµ

dν
“

p

qµ

p

qν
”

almost everywhere on pG.

(II) We will define a functional J on Ccp pGq, which will give (1). Fix ψ P Ccp pGq. For each σ P supppψq there
is u P CcpGq with pupσq ‰ 0 (since CcpGq is dense in L1pGq). Then

{u˚ ˚ upσq “ pupσqpupσq ą 0

and hence, by compactness, we may find u1, . . . , un P CcpGq such that

g “

n
ÿ

i“1

u˚
i ˚ ui

• supppψq Ď supp˝ppgq “ tσ P pG : pgpσq ‰ 0 u

• g P B` X L1pGq Ď B1pGq (by the previous corollary), and hence g “ qν0 for some ν0 P M`p pGq (by
Bochner’s theorem).

We let

Jpψq “

ż

pG

ψ

p

qν0
dν0

If f “ qµ P B1pGq then we use Equation (4):

Jpψq “

ż

pG

ψ

p

qν0pqµ
p

qµdν0

“

ż

pG

ψ

p

qν0pqµ
p

qν0dµ

“

ż

pG

ψ

p

qµ
dµ

where

ψ
pf

pf
“ ψ1supp˝p pfq

Again, Equation (4) tells us that this is independent of the choice of µ P Mp pGq with qµ P B1pGq. Notice

that since pg “ p

qν0 ě 0, we see that Jpψq ą 0 if ψ P C`
c pGq. Also

Jpψpqµq “

ż

pG

ψdµ (5)
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for appropriate µ. Now let ψ P CcpGq and τ P pG; then for suitable ν P Mp pGq we have

Jpψ ¨ τq “

ż

pG

ψpτσq

p

qνpσq
dνpσq “

ż

pG

ψpσq

p

qνpτσq
dνpτσq

(Recall the change-of-variables formula
ż

X

f ˝ Tdν “

ż

X

fdpν ˝ T´1q

for integration with respect to pushforward measures.)

Exercise 10.22 (Probably A3). Show that

qµpxq “ τpxqqµpxq

p

qµpσq “ p

qνpτσq

In particular, the first equation shows that qµ P B1pGq.

We hence see, using Equation (4), that

Jpψ ¨ τq “

ż

pG

ψpσq

p

qµpσq
dµpσq “ Jpψq

So J is the Haar integral. Furthermore, Equation (5) yields for suitable µ and ψ P CcpGq that
ż

pG

ψdµ “ Jpψpqµq (6)

i.e. dµpσq “ p

qµpσqdσ. Hence µ P Map pGq; i.e. dµ “ p

qµdm
pG with p

qµ P L1pGq (by Radon-Nikodym). This
proves (1).

To see (2), note that Equation (6) yields for x P G and suitable µ that

qµpxq “

ż

pG

σpxqdµpσq “

ż

pG

σpxqpqµpσqdσ

Writing f “ qµ, we are done. Theorem 10.21

We consider what constitutes “suitable” normalizations of mG and m
pG, as in the statement of the previous

theorem.

1. Suppose G is compact and mGpGq “ 1. Then for σ P pG we have, as in the proof of discreteness of pG,
that

p1pσq “

#

1 if σ “ 1

0 else

Since 1 P B` X L1pGq Ď B1pGq. Hence by the inversion theorem we have

1 “ 1peq “

ż

pG

p1pσq σpeq
loomoon

“1

dσ “ m
pGpt 1 uq

So m
pG is the counting measure.

2. Suppose G is discrete. Let mGpt e uq “ 1; i.e. that mG is the counting measure. Let f “ 1t e u “

1˚
t e u

˚ 1t e u P B` X L1pGq Ď B1pGq. Then

pfpσq “
ÿ

xPG

σpxq1t e upxq “ 1

and the inversion theorem yields that

m
pGp pGq “

ż

pG

1dm
pG “

ż

G

pfpσqdσ “ fpeq “ 1
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3. Let G “ R. Let mR satisfy mRpr0, 1sq “ 1. We shall choose α, β ą 0 such that αmR and βmR (also

normalized as above) satisfy the inversion theorem. Since expp´|x|q ě 0 for x P R, we get on R – pR
that

s ÞÑ α

ż

R
expp´isxq expp´|x|qdx “ 2α

ż 8

0

“
2α

1 ` s2

is positive-definite. Hence by the inversion theorem we have that

expp´|x|q “ 2α

ż

R

exppisxq

1 ` s2
βds

for x P R. In particular, letting x “ 0, we get that

1 “ 2αβ

ż

R

1

1 ` s2
ds “ 2αβπ

i.e. αβ “ 1
2π . Typical choices are α “ 1 and β “ 1

2π or α “ β “ 1?
2π

.

Remark 10.23.

1. If µ, ν P Mp pGq, then zµ ˚ ν “ pµpν (pointwise product), so BpGq “ t qµ : µ P Mp pGq u is a subalgebra of
CbpGq.

2. Let B2pGq “ B X L2pGq. If f P B1pGq, then
ż

G

|f |2dm ď ∥f∥1∥f∥8 ă 8

so B1pGq Ď B2pGq.

Theorem 10.24 (Plancherel theorem). If f P L1 XL2pGq, then ∥ pf∥L2p pGq
“ ∥f∥L2pGq (provided the measures

are normalized as in the inversion theorem). Furthermore, there is a unitary U : L2pGq Ñ L2p pGq such that

Uf “ pf for f P L1 X L2pGq.

Proof. We have by a previous proposition

TODO 8. ref

that f˚ ˚ f P B` X L1pGq Ď B1pGq, so the inversion theorem applies. Thus, using unimodularity of G
and the inversion theorem, we have

ż

G

| pf |2dmG “

ż

G

f˚px´1fpxqdx

“

ż

G

f˚pxqfpx´1eqdx

“ pf˚ ˚ fqpeq

“

ż

pG

{f˚ ˚ fpσq σpeq
loomoon

“1

dσ

“

ż

pG

pfpσq pfpσqdσ

“

ż

pG

| pf |2dm
pG

so we get the first statement.
We have that L1 X L2pGq is dense in L2pGq. Let K “ t pf : f P L1 X L2pGq u Ď L2p pGq. It remains to show

that K is dense in L2p pGq.

Note that K is invariant under translation: we have σ ˚ pf “ zσ ¨ f for σ P pG and f P L1 X L2pGq.

Furthermore, K is invariant under multiplication by t px : x P G u: we have px pf “ zx ˚ f for x P G and
f P L1 X L2pGq. We shall use this to show that KK “ t 0 u, which in a Hilbert space suffices to show density.
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Suppose then that ψ P KK. Then for φ P K we have

0 “ xψ | pxφy “

ż

pG

ψpσqφpσqσpxqdσ

So ψφ “ 0 by the uniqueness proposition for inverse transform.

TODO 9. ref

Fix f P C`
c pGq with

ż

G

fdm “ 1

Then φ0 “ pf P K has

φ0p1q “

ż

G

fdmG “ 1

so there is a neighbourhood U of 1 with φ0pτq ą 0 for τ P U . In particular, for ψ as above we have

0 “ ψpσ ˚ φ0q “ σ ˚ pψpσ ˚ φ0q “ σ ˚ ψφ0

(One should check this.) Hene σ ˚ ψpτq “ 0 for almost every τ P U ; i.e. ψpστq “ 0 for such τ . Thus
m

pG-almost-everywhere we have ψ “ 0. Theorem 10.24

Remark 10.25. If f P L1 X L2p pGq (with K as above), then U˚f “ qf ,

qfpxq “

ż

G

fpσqσpxqdσ

TODO 10. Conjunction?

We do this using the first computation in the proof of the Plancherel theorem.

Lemma 10.26.

1. If φ,ψ P Ccp pGq, then φ ˚ ψ “ ph for some h P B1pGq.

2. Let App pGq “ t pf : f P BppGq u for p P t 1, 2 u. Then App pGq is dense in Lpp pGq.

Proof.

1. Ccp pGq Ď L2p pGq, so qφ “ U˚φ, qψ “ U˚ψ P L2pGq, and ~φ ˚ ψ “ qφ qψ P L1pGq. But qω P BpGq for any

ω P L1p pGq; so ~φ ˚ ψ P B1pGq. Let h “ ~φ ˚ ψ, and apply the inversion theorem.

2. Suppose f P Lpp pGq and ε ą 0. Let pkiqi be a contractive summability kernel for L1p pGq. Then for some
i we have ∥f ´ ki ˚ f∥p ă ε (A2Q1). Let φ,ψ P Ccp pGq satisfy

∥ki ´ φ∥1 ă ε

∥ψ ´ f∥p ă ε

Then

∥f ´ φ ˚ ψ∥p ď ∥f ´ ki ˚ f∥p ` ∥ki ˚ f ´ ki ˚ ψ∥p ` ∥ki ˚ ψ ´ φ ˚ ψ∥p
ă ε` ε` ε ∥ψ∥p

loomoon

ďε`∥f∥p

Thus by the first item, we have φ ˚ ψ P A1p pGq Ď A2p pGq, so we are done. Lemma 10.26

Our goal now is Pontryagin duality. If x P G, we let px P
p

pG be pxpσq “ σpxq. We wish to show that the map

G Ñ
p

pG given by x ÞÑ px is a surjective homeomorphism.
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Remark 10.27. It is evident that x ÞÑ px is a homomorphism.

Given a symmetric relatively compact neighbourhood V Ď G of e, we let hV “ 1
mpV q

1V ˚ 1V . Then

1. Since 1˚
V “ 1V (using unimodularity), we have that hV P B` X L1pGq Ď B1pGq.

2. suppphV q Ď V 2.

3. The value at e is given by

hV peq “
1

mpV q

ż

V

1V pxq1V px´1eqdx “ 1

Warning 10.28. phV qV PV (where V is the class of symmetric neighbourhoods of e) is not a summability kernel.

Proposition 10.29. The map G Ñ
p

pG given by x ÞÑ px is injective.

Proof. For hV as above, the inversion theorem yields that

hV pxq “

ż

pG

xhV pσqσpxqdσ “

ż

G

xhV pxdm pG

If x ‰ e, find V so x R V 2; then

ż

G

phpxdm
pG “ hV pxq “ 0 ‰ 1 “ hV p1q “

ż

G

ph pe
loomoon

1

dm
pG

So px ‰ 1 “ pe. Proposition 10.29

Theorem 10.30 (Pontryagin duality theorem). The map G Ñ
p

pG given by x ÞÑ px is a surjective homeomor-
phism.

Proof. Let Γ “ t px : x P G u Ď
p

pG.

(I) We show that the map G Ñ Γ given by x ÞÑ px is a homeomorphism onto its image. Suppose pxαqα is a
net in G and x0 P G. Consider the following convergences:

1. xα
α

ÝÑ x0 in G.

2. fpxαq
α

ÝÑ fpx0q for all f P B1pGq. (This is σpG,B1pGqq-convergence.)

3. xxα
α

ÝÑ xx0 in
p

pG.

We will show that these are equivalent.

Since B1pGq Ď CbpGq, we get (1) implies (2). For hV as above we have x0 ˚ hV P B1pGq. If (2) holds,
then

hV px´1
0 xαq “ px0 ˚ hV qpxαq

α
ÝÑ px0 ˚ hV qpx0q “ hV peq “ 1

Hence by construction of hV we see that x´1
0 xα is eventually inside V 2. Thus (2) implies (1).

On
p

pG the topology w˚ “ σpL8p pGq, L1p pGqq coincides with τ “ σpL8p pGq, A1p pGqq. Indeed, τ Ď w˚,

and since A1p pGq is dense in L1p pGq, we get that τæballpL8p pGqq (closed unit ball) is Hausdorff. Two

comparable compact Hausdorff topologies on ballpL8p pGqq must coincide. Now we use the inversion
theorem: if f P B1pGq and x P G then

fpxq “

ż

G

pfpσqσpxqdσ “

ż

G

pfpxdm
pG

It is then immediate that (2) and (3) are equivalent.

(II) Γ is closed in
p

pG. By A1Q1, since Γ is homeomorphic to G, we get that Γ is complete, and thus closed.
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(III) We show that Γ “
p

pG. If Γ Ř
p

pG, then there is χ P
p

pG and a neighbourhood U of 1
pG such that

U2χ X Γ “ H. Hence if φ,ψ P C`
c p

p

pGq with suppφ Ď U and suppψ Ď Uχ, then φ ˚ ψ ‰ 0 but
pφ ˚ ψqppxq “ 0 for each px P Γ. By lemma

TODO 11. ref

there is h P B1p pGq such that ph “ φ ˚ ψ; so, by inversion theorem, we have

0 “ phppxq “

ż

pG

hpσqpxpσqdσ “

ż

pG

hpσqσpx´1qdσ “ qhpx´1q

(Recall if h P L1p pGq then ph P Ap
p

pGq.) Hence h “ 0 on pG by uniqueness proposition

TODO 12. ref

This contradicts our construction, so Γ “
p

pG. Theorem 10.30

Definition 10.31. If µ P MpGq, we let the Fourier-Stieltjes transform of µ be

pµpσq “

ż

G

σpxqdµpxq

for σ P pG. We let Bp pGq “ t pµ : µ P MpGq u Ď Cbp pGq.

Theorem 10.32 (Uniqueness theorem). The Fourier-Stieltjes transform MpGq Ñ Bp pGq is injective. Hence

the Fourier transform L1pGq Ñ Ap pGq given by f ÞÑ pf is injective.

Proof. Let ι : G Ñ
p

pG be ιpxq “ px. Given µ P MpGq, we have µ ˝ ι´1 P Mp
p

pGq. Then for σ P pG we have

pµpσq “

ż

G

σpxq
loomoon

pxpσq

dµpxq “

ż

x

xG

pxpσqdpµ ˝ ι´1qpxq “ {µ ˝ ι´1pσq

Hence if µ ‰ 0 then µ ˝ ι´1 ‰ 0; by the uniqueness proposition

TODO 13. ref

we then have that {µ ˝ ι´1 ‰ 0, and pµ ‰ 0. (It is clear that µ ÞÑ pµ is linear.) Theorem 10.32

11 Harmonic analysis on compact grapes

Let G be a compact grape. We always assume mpGq “ 1.

Fact 11.1.

1. If π : G Ñ BpHqˆ is a representation, then there is S P BpHqˆ such that SπpGqS´1 Ď UpHq.

2. If π : G Ñ BpX qˆ where X is a finite-dimensional Banach space, then there is invertible S : X Ñ H
such that SπpGqS´1 Ď UpHq. (For us H always means a Hilbert space.)

The moral is that for us it suffices to consider unitary representations of G.

Fact 11.2 (Projections on Hilbert spaces).

(i) If L Ď H is a closed subspace, then there is a unique orthogonal projection PL P BpHq with P 2
L “ P˚

L “ PL
and RanPL “ L.

(ii) If P “ P 2 “ P˚ in BpHq, then P “ PL with L “ RanpP q (automatically closed).
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(iii) If ξ P H has ∥ξ∥ “ 1 then Pξ “ PCξ “ ξxξ | ¨y. (i.e. Pξpηq “ ξxξ | ηy “ xξ | ηyξ.)

(iii’) If ξ, η P H with ∥ξ∥ “ ∥η∥, then

∥Pξ ´ Pη∥ ď ∥ξxξ | ¨y ´ ξxη | ¨y∥ ` ∥ξxη | ¨y ´ ηxη | ¨y∥ ď 2∥ξ ´ η∥

Hence the map ξ ÞÑ Pξ is continuous.

Definition 11.3. Suppose π : G Ñ UpHq be a unitary.

• A closed subspace L of H is π-invariant if πpxqL Ď L for each x P G.

• We say π is irreducible if the only non-zero closed π-invariant subspace is H.

Lemma 11.4.

1. A closed subspace L Ď H is π-invariant if and only if πpxqPL “ PLπpxq for each x P G.

2. A closed subspace L Ď H is π-invariant if and only if LK is π-invariant.

Proof.

1. p ùñ q For x P G we have πpxqPL “ PLπpxqPL. Hence

PLπpxq “ pπpx´1qPLq˚ “ pPLπpx´1qPLq˚ “ PLπpxqPL “ πpxqPL

(since πpx´1q “ pπpxqq´1 “ pπpxqq˚).

p ðù q Obvious.

2. We have PLK “ I ´ PL commutes with each πpxq exactly when PL does. Lemma 11.4

Proposition 11.5. If H is finite-dimensional then it admits an irreducible π-invariant subspace.

Proof. Let L ‰ t 0 u be a π-invariant subspace of minimal dimension. Proposition 11.5

Theorem 11.6. Suppose G is a compact grape and π : G Ñ UpHq a unitary representation. Then

1. π admits a non-zero, finite-dimensional π-invariant subspace.

2. If π is irreducible, then it is finite-dimensional.

3. Generally (without assuming irreducibility), π is completely reducible: there is a family tLα uαPA of
closed subspaces such that

(a) Each Lα is π-invariant.

(b) Each Lα is irreducible for π.

(c) Lα K Lβ for α ‰ β in A.

(d) The internal direct sum

à

αPA

Lα “

#

n
ÿ

i“1

ξαi
: n P N, α1, . . . , αn distinct in A, ξαi

P Lαi

+

is dense in H.

(Note that these conditions together with the assumption that the Lα are closed will imply that the Lα
are finite-dimensional.) We write

π “
à

αPA

πp¨qæLα

on
H “ ℓ-

à

αPA

Lα
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Note that by Pythagoras’ theorem every ξ P H can be written uniquely in the form

ξ “
ÿ

αPA

ξα

with each ξα P Lα and
∥ξ∥2 “

ÿ

αPA

∥ξα∥2

Proof.

1. Fix ξ P H with ∥ξ∥ “ 1. Consider the operator

Kξ “

ż

G

Pπpxqξdx

(Bochner integral, since x ÞÑ Pπpxqξ is continuous). Each of these is rank 1 and thus a compact operator;
so Kξ P KpHq (the Banach space of compact operators on H). Also if η, ζ P H then

xKξη | ζy “

ż

G

@

πpxqξxπpxqξ | ηy
ˇ

ˇ ζ
D

dx

“

ż

G

xπpxqξ | ζyxη |πpxqξydx

“

ż

G

@

η
ˇ

ˇπpxqξxπpxqξ | ζy
D

dx

“ xη |Kξζy

so K˚
ξ “ Kξ. If we let η “ ξ “ ζ, then we get

xξ |Kξξy “

ż

G

|xξ |πpxqξy|2dx

where xξ |πpeqξy “ 1 ą 0; hence xξ |Kξξy ą 0, and Kξ ‰ 0. Also,if y P G and η P H then

πpyqKξη “

ż

G

πpyxqxπpxqξ | ηydx

“

ż

G

πpxqxπpxqξ |πpyqηydx

“ Kξπpyqη

Thus πpyqKξ “ Kξπpyq. We now apply the spectral theorem to Kξ to get a sequence of orthogonal
projections tP1, P2, . . . u (perhaps finite) and λ1, λ2, . . . P Rzt 0 u such that

lim
nÑ8

λn “ 0

and

• Kξ “
ÿ

n“1,2,...

λnPn (converges in norm, if the sequence is infinite).

• Each 1 ď dimpPnpHqq ă 8.

• PnPm “ 0 if n ‰ m.

• For T P BpHq we have TKξ “ KξT if and only if TPn “ PnT for each n.

We thus have πpxqPn “ Pnπpxq for each x P G; so Ln “ RanPn is π-invariant.

2. By (1) and the last proposition, if π is infinite dimensional, then it admits an (irreducible) π-invariant
subspace.
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3. We let
Λ “

␣

λ “ tLα uαPAλ
: λ satisfies (a)-(c) above

(

By (1) and the last proposition we get Λ ‰ H and Λ is partially ordered by Ď. Let Γ Ď Λ be a chain;
so tL : L “ Lα for some α P Aλ, λ P Γ u P Λ is an upper bound for Λ. By Zorn’s lemma, there is a
maximal element µ “ tLα uαPAµ

P Λ. Let

M “
à

αPAµ

Lα

Then M is π-invariant by continuity of each πpxq. If MK ‰ t 0 u, then (1) and the last proposition
yield an irreducible π-invariant subspace L Ď MK. Then µ Y tL u P Λ violates maximality of µ, a
contradiction. Theorem 11.6

Lemma 11.7 (Schur’s lemma). Suppose π : G Ñ UpHq is a finite-dimensional unitary representation. Then

1. π is irreducible if and only if pπpGqq1 “ tT P BpHq : Tπpxq “ πpxqT for all x P G u is CI.

2. If π1 : G Ñ UpH1q is another unitary representation and π and π1 are irreducible, then if A P BpH,H1q

satisfies Aπpxq “ π1pxqpAq for each x P G, then A “ cU for some c P C and unitary U . (In particular,
if c ‰ 0 we get dimpHq “ dimpH1q.

We sometimes call elements of pπpGqq1 intertwiners. The finite dimensional assumption is actually
superfluous, once we know the spectral theorem for von Neumann algebras.

Proof.

1. If T P pπpGqq1 then so too is T˚. Indeed, for x P G we have

T˚πpxq “ pπpx´1T q˚ “ pTπpx´1qq˚ “ πpxqT˚

Hence each RepT q “ 1
2 pT ` T˚q, ImpT q “ 1

2i pT ´ T˚q P pπpGqq1. If A “ A˚ P pπpGqq1, we can use
spectral theorem to write

A “

n
ÿ

k“1

λkPk

Then each Pk has Pkπpxq “ πpxqPk for all x P G; so RanpPkq is π-invariant.

p ùñ q If π is irreducible, then A “ A˚ P pπpGqq1 implies A “ cI for c P R.
p ðù q The only orthogonal projections in pπpGqq1 are 0 and I; we then use the previous lemma.

TODO 14. Ref?

2. If Aπpxq “ π1pxqA then

• kerpAq is π-invariant, and hence eithert 0 u or H.

• RanpAq is π1-invariant, and hence respectively either H or t 0 u.

So A is either 0 or invertible. In the latter case we hvave

A˚Aπpxq “ A˚π1pxqA “ πpxqA˚A

(where the last equality follows as in (1)). So A˚A “ cI for some c ą 0. Let U “ 1?
c
A. Lemma 11.7

Corollary 11.8. If G is a compact abelian grape, then each irreducible representation is multiplication by a
character σ P pG on C.

Again, had we more spectral theory, we could dispense with the compactness hypothesis.
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Proof. If π : G Ñ UpHq is an irreducible representation, then for x P G we have πpxq P pπpGqq1 “ CI. Hence
we can write πpxq “ σpxqI for σpxq P T (since π is unitary). Moreover we have

σpxyqI “ πpxyq “ πpxqπpyq “ pσpxqIqpσpyqIq “ σpxqσpyqI

Clearly x ÞÑ σpxq is continuous, as π is. By irreducibility, we get dimpHπq “ 1. Corollary 11.8

Definition 11.9. If π : G Ñ UpHq and π1 : G Ñ UpH1q are unitary representations (not necessarily irreducible
or finite dimensional), then we say π is unitarily equivalent to π1 if there is a unitary U P BpH1,Hq such that
Uπ1pxq “ πpxqU for x P G; i.e. π1pxq “ U˚πpxqU . We then set

IrrpGq “ tπ : G Ñ Updq : π a continuous homomorphism, pπpGqq1 “ CId (in MdpCq) u

where Updq is the dˆ d unitary grape. We let pG “ IrrpGq{« where π « π1 if π and π1 are unitarily equivalent.
“Properly” speaking, we have

pG “ t rπs | π : G Ñ UpHπq (finite dimensional irreducible unitary representation) u

We have a “standard abuse of notation”: we consider pG as a full set of representation of its equivalence classes;
i.e. we write “π P pG” rather than rπs P pG. We have the convention that π ‰ π1 in pG means that π ­« π1.

11.1 Matrix coefficient functions

Given π P pG, we let
Tπ “ spant xξ |πp¨qηy : ξ, η P Hπ u Ď CpGq Ď L2pGq

since mpGq “ 1. (Note that if U P UpHπq then xUξ |πp¨qUηy “ xξ |U˚πp¨qUηy; so π ÞÑ Tπ is independent of
equivalence class.)

Let dπ “ dimpHπq and t e1, . . . , ed u be an orthonormal basis for Hπ. Then for ξ, η P Hπ we have

xξ |πp¨qηy “

C

dπ
ÿ

j“1

xej | ξyej

ˇ

ˇ

ˇ

ˇ

ˇ

πp¨q

dπ
ÿ

i“1

xei | ηyei

G

“

dπ
ÿ

j“1

dπ
ÿ

i“1

xξ | ejyxei | ηy xej |πp¨qeiy
looooomooooon

πij

Then with respect to the basis t e1, . . . , edπ u we have that πpxq “ rπijpxqs, and Tπ “ spantπij : i, j P

t 1, . . . , dπ u u. This leads to:

Theorem 11.10 (Schur’s orthogonality relations). Suppose π, π1 P pG. Then

1. If π ‰ π1 (i.e. they aren’t unitarily equivalent) then Tπ K Tπ1 in L2pGq.

2. If ξ, η, ζ, ω P Hπ, then
ż

G

xξ |πpxqηyxζ |πpxqωydx “
1

dπ
xζ | ξyxη |ωy

In particular, with the notation as above, we get that t
?
dππij : i, j P t 1, . . . , dπ u u is an orthonormal

basis for Tπ.

Proof. Suppose A P BpHπ1 ,Hπq, and let

rA “

ż

G

πpxqAπ1px´1qdx

(Bochner integral in a finite-dimensional Banach space). Then for y P G we have

rAπ1pyq “

ż

G

πpxqAπ1p x´1y
loomoon

py´1xq´1

qdx “

ż

G

πpyxqAπ1px´1dx “ πpxq rA
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Hence, by Schur’s lemma, we have

rA “

#

0 if π ‰ π1

cI else

where c ‰ 0. Now suppose ξ, η P Hπ1 , ζ, ω P Hπ, and A “ ωxη | ¨y P BpHπ1 ,Hπq. Then

rA “

ż

G

πpxqωxπ1pxqη | ¨ydx

xζ | rAξy “

ż

G

xζ |πpxqωyxπ1pxqη | ξydx

“

ż

G

xξ |π1pxqηyxζ |πpxqωydx

Hence if π ‰ π1, we get the first result. If π “ π1, then rA “ cI for some c P C; we compute

c “
1

dπ
Trp rAq

“
1

dπ

ż

G

TrpπpxqAπpx´1qqdx

“
1

dπ

ż

G

TrpAqdx

“
1

dπ
TrpAq

“
1

dπ

dπ
ÿ

i“1

xei |Aeiy

“
1

dπ

dπ
ÿ

i“1

xei |ωyxη | eiy

“
1

dπ
xη |ωy

(where the last equality follows from Parseval). Theorem 11.10

Definition 11.11. We set
T pGq “

à

πP pG

Tπ Ď CpGq Ď L2pGq

We look to defining the tensor product of representations. If H,H1 are finite dimensional Hilbert spaces,
then on H b H1, the quantity

C

n
ÿ

i“1

ξi b ξ1
i

ˇ

ˇ

ˇ

ˇ

ˇ

n1
ÿ

j“1

ηj b η1
j

G

“

n
ÿ

i“1

n1
ÿ

j“1

xξi | ηjyHxξ1
i | η1

jyH1

is well-defined and sesquilinear. (To check this, one fixes η b η1 and checks that pξ, ξ1q ÞÑ xξ b ξ1 | η b η1y is
bilinear on H ˆ H1 (where H has the same addition and conjugated scalar multiplication; i.e. a ¨ ξ “ aξ).
One then does the same on the right.) If H,H1 have orthonormal bases t e1, . . . , ed u and t e1

1, . . . , e
1
d1 u, then

t ei b e1
j : i P t 1, . . . , d u, j P t 1, . . . , d1 u u is a basis for H b H1 with xei b e1

j | ek b e1
ℓy “ δijδjℓ (Kronecker δ).

So t ei b e1
j : i P t 1, . . . , d u, j P t 1, . . . , d1 u u is an orthonormal basis for H b H1. If ω P H b H1, we write

ω “

d
ÿ

i“1

d1
ÿ

j“1

ωijei b e1
j

and

xω |ωy “

d
ÿ

i“1

d1
ÿ

j“1

|ωij |2 ě 0
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is non-zero if ω ‰ 0. So x¨ | ¨y is an inner product on H b H1.
If U P UpHq and U 1 P UpH1q, then

pU b U 1q

n
ÿ

i“1

ξi b ξ1
i “

n
ÿ

i“1

Uξi b U 1ξ1
i

is a well-defined unitary operator. Given π, π1 P pG, the map

π b π1 : G Ñ UpHπ b Hπ1 q

x ÞÑ πpxq b π1pxq

defines a unitary representation of G that is independent of unitary equivalence class up to unitary equivalence.

Warning 11.12. There is no reason to expect that π b π1 be irreducible.

By complete reducibility, we have

π b π1 “

n
à

i“1

π
pmiq

i

for π1, . . . , πn P pG and mi P N the “multiplicity”. So T pGq is an algebra of functions. Indeed, given π, π1 P pG
and ξ, η P Hπ, ζ, ω P Hπ1 , we have

xξ |πp¨qηyxζ |πp¨qωy “ xξ b ζ |π b π1p¨qη b ωy

“

C

ξ b ζ

ˇ

ˇ

ˇ

ˇ

ˇ

˜

n
à

i“1

π
pmiq

i

¸

η b ω

G

“

C

ξ b ζ

ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

i“1

mi
ÿ

j“1

Pijπip¨qPijη b ω

G

“

n
ÿ

i“1

mi
ÿ

j“1

xPijpξ b ζq |πip¨qPijpη b ωqy

P T pGq

where Pij are orthogonal projections.

Definition 11.13 (Conjugate representation). Suppose π P pG and t e1, . . . , edπ u an orthonormal basis for
Hπ with πijp¨q “ xej |πp¨qeiy. We define π : G Ñ UpHπq by πpxq “ rπijpxqs (with respect to the chosen
orthonormal basis).

Suppose π “ U˚π1p¨qU for unitary U . Then pU˚qik “ Uki. Then

π “ U˚π1p¨qU “

«

dπ
ÿ

k,ℓ“1

Uikπ
1
kℓp¨qUℓj

ff

So

π “

«

dπ
ÿ

k,ℓ“1

Uikπ1
kℓp¨qUℓj

ff

“ pUq˚π1p¨qU

(where U “ rUijs). Thus π « π1 implies π « π1.

Note also that T pGq is conjugate-closed: we have xξ |πp¨qηy “ xξ |πp¨qηy where ξ and η are pointwise
conjugated with respect to some orthonormal basis.

Remark 11.14. If G is abelian then for σ, σ1 P pG we have σ b σ1 – σσ1 as C b C – C; hence σ “ σ´1.

Notation 11.15. We let λ : G Ñ UpL2pGqq be the left regular representation, so λpxqfpyq “ fpx´1yq for
almost every y. Note that CpGq Ď L2pGq is a dense (hence not closed) λ-invariant subspace.

Theorem 11.16 (Peter-Weyl).
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1. For π P pG let t eπ1 , . . . , e
π
dπ

u be an orthonormal basis for Hπ, and let

Tπ,j “ spantπij : i P t 1, . . . , dπ u u Ď Tπ Ď CpGq Ď L2pGq

Then Tπ,j is λ-invariant, and λπ,j “ Pπ,jλp¨qæTπ,j « π (where Pπ,j is the orthogonal projection onto
Tπ,j).

2. We have
T pGq “

à

πP pG

Tπ

is uniformly dense in CpGq, and hence L2-dense in L2pGq.

3. We have
λ “

à

πP pG

πpdπq

on

L2pGq “ ℓ2-
à

πP pG

dπ
à

j“1

Tπ,j – ℓ2-
à

πP pG

Hpdπq
π

and in particular t
?
dππij : i, j P t 1, . . . , dπ u, π P pG u is an orthonormal basis for L2pGq.

Proof.

1. If x, y P G then using the matrix product we have

λpxqπijpyq “ πijpx
´1yq “

dπ
ÿ

k“1

πikpx´1q
looomooon

πkipxq

πkjpyq

i.e.

λpxqπij “

dπ
ÿ

k“1

πkipxqπkj

Let Uj : Hπ Ñ Tπ,j be given by Uje
π
i “

?
dππij . Then for x P G we have

U˚
j λπ,jpxqUje

π
i “ U˚

j λπ,jpxq
a

dππij

“ U˚
j

a

dπ

dπ
ÿ

k“1

πkipxqπkj

“

dπ
ÿ

k“1

πkipxqeπk

“ πpxqeπi

so U˚
j λπ,jp¨qUj “ π.

2. Let us see that T pGq is point separating. Notice that if x ‰ e in G and V is a symmetric relatively
compact neighbourhood of e with x P V 2 then λpxq1V “ 1xV and 1xV ‰ 1V “ λpeq1V so λpxq ‰ λpeq.
Hence if x ‰ y in G then λpxq ‰ λpyq (as λpx´1yq “ λpeq). By complete reducibility there is a
finite-dimensional λ-invariant λ-irreducible subspace L Ď L2pGq such that λpxqæL ‰ λpyqæL. Then
there are ξ, η P L such thatπ “ λp¨qæL satisfies xξ |πpxqηy ‰ xξ |πpyqηy. Hence, by Stone-Weierstrass
we have T pGq is uniformly dense in CpGq.

3. We simply use (1), and use (2) to see that t
?
dππijp¨q : i, j P t 1, . . . , dπ u, π P pG u is a maximal

orthonormal set in L2pGq.

Theorem 11.16
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11.2 Fourier analysis on compact grapes

Definition 11.17 (Fourier transform). If f P L1pGq and π P pG we let

pfpπq “

ż

G

fpxqπpx´1dx P BpHπq

(Bochner integral). This is also
»

—

—

–

ż

G

fpxqπijpx
´1q

looomooon

πjipxq

dx

fi

ffi

ffi

fl

where we’ve chosen an orthonormal basis for Hπ.

If f P L2pGq Ď L1pGq (by the last result of Hölder/Cauchy-Schwarz inequality), then by the results on
orthonormal bases in Hilbert spaces we get L2-convergence

f “
ÿ

πP pG

dπ
ÿ

i,j“1

x
a

dππij | fy
a

dππij

“
ÿ

πP pG

dπ

dπ
ÿ

i,j“1

ˆ
ż

G

fpxqπijpxqdx

˙

looooooooooomooooooooooon

ş

G
fpxqπjipx´1q

dxπij

“
...

“
ÿ

πP pG

dπ Trpp pfpπqqπp¨qq

where there may be an arithmetic error in the last formula. This leads to:

Theorem 11.18 (Inversion theorem). If f P T pGq then for x P G we have

fpxq “
ÿ

πP pG

dπ Trp pfpπqπpxqq

Proof. The right hand side (call it rf) is in T pGq, and ∥f ´ rf∥2 “ 0, so f “ rf on G as each is continuous.
Theorem 11.18

Theorem 11.19 (Plancherel/Riesz-Fischer). If f P L1pGq then

f P L2pGq ðñ
ÿ

πP pG

dπ∥ pfpπq∥2HSpHπq

where

∥A∥2HSpHπq “

dπ
ÿ

i,j“1

|xeπj |Aeπi y|2

is the Hilbert-Schmidt norm. Furthermore we have

∥f∥2 “

¨

˝

ÿ

πP pG

dπ∥ pfpπq∥2HSpHπq

˛

‚

1
2

i.e.
L2pGq “ ℓ2-

à

πP pG

a

dπ HSpHπq
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Proof. Riesz-Fischer theorem. Theorem 11.19

Theorem 11.20 (Parseval’s formula). If f, g P L2pGq then
ż

G

fgdm “
ÿ

πP pG

dπ Trpp pfpπqq˚
pgpπqq

Proposition 11.21 (Uniqueness). If µ P MpGq then the Fourier-Stieltjes transform is given on π in pG by

pµpπq “

ż

G

πpx´1qdµpxq

Then if pµpπq “ 0 for every π P pG we must have µ “ 0.

Proof. If pµpπq “ 0 for all π then
ż

G

fdµ “ 0

for all f P T pGq. So
ż

G

fdµ “ 0

for all f P CpGq, since T pGq
∥¨∥8

“ CpGq by Peter-Weyl. Hence µ “ 0 (by Riesz representation theorem).
Proposition 11.21

11.3 Character theory

If ρ : G Ñ UpHq is a finite-dimensional unitary representation, we define its character to be χρ “ Tr ˝ρ : G Ñ C.

Proposition 11.22. Suppose π, π1 P pG and ρ : G Ñ UpHq is a finite dimensional representation. Then

1. χπχπ1 “ χπbπ1 “

n
ÿ

i“1

miχπi
, where

π b π1 “

n
à

i“1

π
pmiq

i

with πi P pG.

2.

ż

G

χπχρdm “ mpπ, ρq :“ maxtm P t 0 u Y N : πpmq is equivalent to a subring of ρ u.

3. ρ P pG ðñ

ż

G

|χρ|2dm “ 1

4. If we let 1 be the trivial representation then

mp1, π b π1q “

#

1 if π1 “ π

0 else

Proof.

1. Suppose x P G. Then

χπpxqχπ1 pxq “ TrpπpxqqTrpπ1pxqq

“ Trpπpxq b π1pxqq (check, linear algebra)

“ Tr

˜

n
à

i“1

π
pmiq

i pxq

¸

“

n
ÿ

i“1

miTrpπipxqq

“

n
ÿ

i“1

miχπi

63



2. Suppose

ρ “

n
à

i“1

π
1pmiq

i

then

π b ρ “

n
à

i“1

pπ b π1
iq

pmiq

We then use the first item and the Schur orthogonality relations.

3. If

ρ “

n
à

i“1

π
pmiq

i

then as above we have

χρ “

n
ÿ

i“1

miχπi

So

χρχρ “

n
ÿ

i,j“1

mimjχπjχπi

So
ż

G

|χρ|2dm “

n
ÿ

i,j“1

mimj

ż

G

χπj
χπi

dm
looooooomooooooon

δij

dm “

n
ÿ

k“1

m2
k

This is ą 1 unless ρ is irreducible.

4. Combine the second and third items. Proposition 11.22

Definition 11.23 (Normalized characters). If π P pG we let ψπ “ 1
dπ
χπ.

Then if

π b π1 “

n
à

i“1

π
pmiq

i

for distinct π1, . . . , πn P pG, then

ψπψπ1 “

n
ÿ

i“1

mi

dπdπ1

χπi “

n
ÿ

i“1

midπi

dπdπ1

ψψπi

loooooooomoooooooon

convex combination

This motivates the following:

Definition 11.24. A discrete hypergrape is a set Γ such that ℓ1pΓq admits a product which satisfies

1. δγ ¨ δγ1 P ProbpΓq “

#

ppγqγPΓ :
ÿ

γPΓ

pγ “ 1, pγ ě 0

+

.

2. There is an identity for ¨, call it δ1

3. There is an involution γ ÞÑ γ (i.e. with γ “ γ) such that δ1 P supppδγ ¨ δγ1 q if and only if γ1 “ γ.
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12 Amenability

Definition 12.1 (von Neumann). A discrete grape G is called amenable (Day) provided there is a finitely
additive probability measure µ : PpGq Ñ r0, 1s satisfying

• µpHq “ 0

• µpAYBq “ µpAq ` µpBq when AXB “ H.

• µpGq “ 1.

• µpxEq “ µpEq for x P G and E P PpGq.

Proposition 12.2. There is a bijective correspondence between finitely additive probability measures on a set
X and

Mℓ8pXq “ tM P ℓ8pXq˚ :Mpφq ě 0 if φ ě 0 in ℓ8pXq,Mp1q “ 1 u

(These are called means.)

Proof. Given M P Mℓ8pXq, let µpEq “ Mp1Eq. Conversely, given a finitely additive probability measure µ
consider SpXq “ spant 1E : E P PpXq u. Then check that

• SpXq is dense in ℓ8pXq.

• Each ψ P SpXq can be uniquely represented in the form

ψ “

n
ÿ

i“1

ai1Ei

with the ai distinct elements of C and Ei X Ej “ H for i ‰ j.

Define M0 : SpXq Ñ C by

M0pψq “

n
ÿ

i“1

aiµpEiq

Then this is a bounded linear functional on SpXq, and hence extends uniquely to ℓ8pXq. Proposition 12.2

Example 12.3 (Ultrafilter limits). Let U be an ultrafilter on X; i.e. U Ď PpXqzt H u with A,B P U ùñ

AXB P U , and if E P PpXq then exactly one of E and XzE lies in U .
Define δU : PpXq Ñ r0, 1s by

δU pEq “

#

1 if E P U
0 else

The associated mean on ℓ8pXq will be denoted LU (ultrafilter limit).

Definition 12.4. We say a discrete grape is amenable if there is M P Mℓ8pGq such that Mpφ ¨ xq “ Mpφq

for φ P ℓ8pGq and x P G.

Question 12.5. Now let G be a (not necessarily discrete) locally compact grape. What space replaces ℓ8pGq?
L8pGq? CbpGq? ClupGq “ tφ P CbpGq : x ÞÑ φ ¨ x : G Ñ CbpGq is continuous u? (One should check that
ClupGq is closed in CbpGq.)

Definition 12.6. Let E be any of L8pGq, CbpGq, ClupGq. We let ME “ tM P E˚ : Mpφq ě 0 if φ ě

0,Mp1q “ 1 u denote the means on E . We call M P ME left-invariant if Mpφ ¨ xq “ Mpφq for φ P E and
x P G.

We will tend to prefer L8pGq and ClupGq.
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Remark 12.7. Since the map ClupGq ˆG Ñ ClupGq given by pφ, xq ÞÑ φ ¨ x is continuous, we may define an
action of L1pGq on ClupGq

φ ¨ f “

ż

G

pφ ¨ xqfpxqdx

(Bochner integral) for φ P L1pGq and f P ClupGq.

Notation 12.8. Let

P 1pGq “

"

f P L1pGq : f ě 0 almost everywhere,

ż

G

fdm “ 1

*

Proposition 12.9. Suppose M P MClupGq. Then M is left-invariant if and only if Mpφ ¨ fq “ Mpφq for
all φ P ClupGq and f P P 1pGq.

Proof.

p ùñ q Note that

Mpφ ¨ fq “

ż

G

Mpφ ¨ xq
looomooon

“Mpφq

fpxqdx “ Mpφq

p ðù q If x P G and f P P 1pGq, then x ˚ f P P 1pGq. Then for φ P ClupGq, x P G, and f P P 1pGq we have

Mpφ ¨ xq “ Mppφ ¨ xq ¨ fq “ Mpφ ¨ px ˚ fqq “ Mpφq

(One should check the second equality.) Proposition 12.9

Notation 12.10. We run into a problem: for φ P L8pGq the map x ÞÑ φ ¨ x may not be norm continuous.
For f P L1pGq and φ P L8pGq, we define φ ¨ f by

xφ ¨ f, gy “

ż

G

φ ¨ f “

ż

G

φf ˚ gdm

i.e. if Lf : L
1pGq Ñ L1pGq is convolution on the left by f , then we set φ ¨ f “ L˚

fφ (adjoint operator).

Remark 12.11. Notice that if f, f 1 P L1pGq and φ P L8pGq, then

φ ¨ pf ˚ f 1q “ L˚
f˚f 1 pφq “ pLfLf 1 q˚φ “ L˚

f 1L˚
fφ “ pφ ¨ fq ¨ f 1

Likewise we have pφ ¨ fq ¨ x “ φ ¨ pf ˚ xq for x P G. (One should check this.) Finally, note that

∥φ ¨ f∥8 “ ∥L˚
fφ∥8 ď ∥Lf∥∥φ∥8 ď ∥f∥1∥φ∥8

Proposition 12.12. If φ P L8pGq and f P L1pGq, then φ ¨ f P ClupGq.

Proof. First note that for x, y P G we have

∥pφ ¨ fq ¨ xq ´ pφ ¨ fq ¨ y∥8 ď ∥φ∥8∥f ˚ x´ f ˚ y∥1
xÑy

ÝÝÝÑ 0

One checks that this implies that φ¨f is equal almost everywhere to an element of ClupGq. Proposition 12.12

Theorem 12.13. The following are equivalent:

1. L8pGq admits a left-invariant mean.

2. CcpGq admits a left-invariant mean.

3. ClupGq admits a left-invariant mean.

Proof.
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(1) ùñ (2) Restriction.

(2) ùñ (3) Restriction.

(3) ùñ (1) Let pkαqαPA Ď P 1pGq be a summability kernel. If φ P L8pGq then φ ¨ kα P ClupGq for each α
by previous lemma. Let U be an ultrafilter on A containing all cofinal subsets. If a, b P ℓ8pAq with
lim
αPA

paα ´ bαq “ 0, then LU paq “ LU pbq. (Recall that LU denotes the ultrafilter limit mean.) Given

left-invariant M P MClupGq, we let

MU : L8pGq Ñ C
φ ÞÑ LU ppMpφ ¨ kαqqαPAq

It is now straightforward to check that

• MU is linear and bounded with ∥MU∥ ď ∥M∥.
• MU pφq ě 0 if φ ě 0 in L8pGq.

• MU p1q “ 1.

So M P ML8pGq. Now if f P P 1pGq then

lim
αPA

kα ˚ f “ f “ lim
αPA

f ˚ kα

(by A2). Hence for φ P L8pGq we have

MU pφ ¨ fq “ LU
`

pMpφ ¨ pf ˚ kαqqqαPA

˘

“ LU
`

pMpφ ¨ pkα ˚ fq
looooomooooon

pφ¨kαq¨f

qqαPA

˘

“ LU
`

pMpφ ¨ kαqqαPA

˘

“ MU pφq

Theorem 12.13

Corollary 12.14. G is amenable if and only if there is M P ML8pGq such that Mpφ ¨ fq “ Mpφq for
φ P L8pGq and f P P 1pGq.

Proof. Built into the proof of the previous theorem. Corollary 12.14

Notation 12.15. Since pL1pGqq˚ “ L8pGq, we regard L1pGq Ď pL8pGqq˚.

Lemma 12.16.

1. ML8pGq is w*-compact and convex.

2. P 1pGq
w˚

“ ML8pGq.

Proof.

1. It is straightforward that ML8pGq is convex and w*-closed. Moreover, ML8pGq Ď ballppL8pGqq˚q

(closed unit ball); hence by Banach-Alaoglu it follows that ML8pGq is w*-compact. Indeed, note that
since ∥φ∥81 ´ |φ| ě 0, we have Mp|φ|q ď ∥φ∥8. Next, by Cauchy-Schwarz inequality, we have

|Mpφψq| ď pMpφφqq
1
2 pMpψψqq

1
2 ď

∥∥∥|φ|2∥∥∥ 1
2

8

∥∥∥|ψ|2∥∥∥ 1
2

8
“ ∥φ∥8∥ψ∥8

(note that Cauchy-Schwarz applies since Mpφψq is a Hermitian bilinear form). So

|Mpφq| “ |Mp1φq| ď ∥1∥8∥φ∥8 “ ∥φ∥8
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2. Since P 1pGq Ď ML8pGq, we get P 1pGq
w˚

Ď ML8pGq by (1). Let M P ML8pGq Ď ballppL8pGqq˚q

(by proof of (1)). Then by Goldstine’s theorem we have a net pfαqα in ballpL1pGq such that

M “ w˚- lim
α
fα

Write each

fα “

3
ÿ

k“0

ikfα,k

with each fα,k ě 0 and fα,k ď |fα|; so ∥fα,k∥1 ď ∥f∥1. If φ ě 0 in L8pGq then

0 ď Mpφq “ lim
α
ik
ż

G

fα,kφ
looomooon

ě0

dm

So since positives span L8pGq we see that

M “ w˚- lim
α

pfα,0 ´ fα,2q

0 “ w˚- lim
α

pfα,1 ´ fα,3q

But also

1 “ Mp1q “ lim
α

ż

G

pfα,0 ´ fα,2qdm “ lim
α

p∥fα,0∥1 ´ ∥fα,2∥1q

But each of ∥fα,0∥1, ∥fα,2∥1 lies in r0, 1s. So

lim
α
∥fα,0∥1 “ 1

lim
α
∥fα,2∥1 “ 0

We conclude that

M “ w˚- lim
α

1

∥fα,0∥1
fα,0 P P 1pGq

w˚

as desired. Lemma 12.16

Theorem 12.17 (Reiter). The following are equivalent:

1. G is amenable.

2. There is a net pfαqα in P 1pGq such that

lim
α
∥f ˚ fα ´ fα∥1 “ 0

for f P P 1pGq.

3. Given ε ą 0 and K Ď G compact there is r P P 1pGq such that ∥x ˚ r ´ r∥1 ă ε for x P K.

4. There is a net prαq in P 1pGq such that for K Ď G compact we have

lim
α

sup
xPK

∥x ˚ rα ´ rα∥1 “ 0

(We call such a net a Reiter net.)

5. There is a net prαq in P 1pGq such that

lim
α
∥x ˚ rα ´ rα∥ “ 0

for x P G. (We call such a net an asymptotically invariant net.)
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Proof.

(1) ùñ (2) Let M P ML8pGq satisfy thatMpφ ¨ fq “ Mpφq for φ P L8pGq and f P P 1pGq (by last corollary).

TODO 15. ref

Let pgαqαPA in P 1pGq satisfy
M “ w˚ lim

αPA
gα

(by lemma). Then for φ P L8pGq and f P P 1pGq we have

0 “ Mpφ´ φ ¨ fq “ lim
αPA

ż

G

gαpφ´ φ ¨ fqdm “ lim
αPA

ż

G

pf ˚ gα ´ gαqφdm

So
w- lim

αPA
pf ˚ gα ´ gαq “ 0

(weak limit). If F Ď P 1pGq is finite, we let

CF “ convt pf ˚ gα ´ gαqfPF : α P A u Ď pL1pGqqF

(finite product of Banach spaces). By the Hahn-Banach theorem we have CF
w

“ CF
∥¨∥

(where ∥¨∥ is

any “natural” norm on pL1pGqqF ). So 0 P CF
w

“ CF
∥¨∥

. Now let

CP 1pGq “ convt pf ˚ gα ´ gαqfPP 1pGq : α P A u Ď pL1pGq, ∥¨∥1qP
1

pGq

Since 0 P CF
∥¨∥

for each F , we have that 0 P CP 1pGq

prod
. Hence there is a net pfβq in convt gα : α P A u

such that
0 “ prod- lim

β
pf ˚ fβ ´ fβq

for f P P 1pGq. So
0 “ lim

β
∥f ˚ fβ ´ fβ∥1

for each f P P 1pGq.

(2) ùñ (3) Fix ε ą 0, f P P 1pGq, and K Ď G compact. Let U be a relatively compact neighbourhood of e such
that ∥x ˚ f ´ f∥1 ă ε for x P U . Then∥∥∥∥ 1

mpUq
1U ˚ f ´ f

∥∥∥∥
1

ď
1

mpUq

ż

U

∥x ˚ f ´ f∥1dx ď ε

Let x1, . . . , xn P G be such that

K Ď

n
ď

k“1

xkU

Use the hypothesis to find α0 such that∥∥∥∥ 1

mpUq
1xkU

looooomooooon

PP 1pGq

˚f ˚ fα0
´ fα0

∥∥∥∥
1

ă ε

for k P t 1, . . . , n u. So ∥f ˚ fα0 ´ fα0∥1 ă ε. We let r “ f ˚ fα0 . Then for x P U and k P t 1, . . . , n u we
have

∥pxkxq ˚ r ´ r∥1 ď

∥∥∥∥pxkxq ˚ r ´
1

mpUq
1xkU ˚ r

∥∥∥∥
1

`

∥∥∥∥ 1

mpUq
1xkU ˚ r ´ fα0

∥∥∥∥
1

` ∥fα0
´ r∥1

ď

∥∥∥∥xk ˚

ˆ

x ˚ fx ˚ f ´
1

mpUq
1U ˚ f

˙

˚ fα0

∥∥∥∥
1

` 2ε

ď ∥x ˚ f ´ f∥1 `

∥∥∥∥f ´
1

mpUq
1U ˚ f

∥∥∥∥
1

` 2ε

ă 4ε
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Thus
sup
xPK

∥x ˚ r ´ r∥1 ď 4ε

(3) ùñ (4) Let A “ t pK, εq : K Ď G compact, ε ą 0 u, preordered by pK, εq ď pK 1, ε1q if K Ď K 1 and ε ą ε1. For
each α “ pK, εq P A we let rα satisfy (3).

(4) ùñ (5) Clear.

(5) ùñ (1) Any w*-cluster point of an asymptotically invariant net is left-invariant. Theorem 12.17

Corollary 12.18. The following are equivalent:

1. G is amenable.

2. L8pGq admits a right-invariant mean.

3. L8pGq admits a two-sided invariant mean.

Note: we are not suggesting that any left-invariant mean is also right-invariant; just that such means
exist.

Proof.

(1) ùñ (2) Let M P MCbpGq be a left-invariant mean. Consider the map φ ÞÑ qφ for φ P CbpGq give by

qφpxq “ φpx´1q. This is an isomorphism of the algebra CbpGq with q1 “ 1 and qφ ě 0 if φ ě 0. Let |M be

given by |Mpφq “ Mpqφq. Then |M is right-invariant. Hence there is a right-invariant mean on Cru, and
hence on L8pGq.

(1) ùñ (3) Let pfαq be an asymptotically left-invariant net in P 1pGq. Then pf˚
α q is an asymptotically right

invariant net. Consider the net pfα ˚ f˚
α q in P 1pGq. (Recall that P 1pGq is closed under convolution.)

Now if x, y P G we have

∥x ˚ fα ˚ f˚
α ˚ y ´ fα ˚ f˚∥1 ď ∥x ˚ fα ˚ f˚

α ˚ y ´ x ˚ fα ˚ f˚
α∥1 ` ∥x ˚ fα ˚ f˚

α ´ fα ˚ f˚
α∥1

ď ∥f˚
α ˚ y ´ f˚

α∥1 ` ∥x ˚ fα ´ fα∥1
α

ÝÑ 0

Anny w*-cluster point of this last net inML8pGq is thus a two-sided invariant mean. Corollary 12.18

13 Extent of amenable grapes

Remark 13.1. If G is compact then G is amenable.

Proposition 13.2. If G is abelian then G is amenable.

Proof. For x P G we let Lx P BpL1pGqq be Lxpfq “ x ˚ f . Then L˚
xpφq “ φ ¨ x for φ P L8pGq. We recall that

ML8pGq is w*-compact and convex, and each L˚
xpML8pGqq Ď ML8pGq. Since G is abelian we get that

tL˚
x : x P G u is a commuting (semi)grape of affine maps in ML8pGq. We then apply Markov-Kakutani; any

fixed point is then a left-invariant mean. Proposition 13.2

Remark 13.3. Suppose β : G Ñ H is a continuous homomorphism with dense range. Then the map
ClupHq Ñ ClupGq given by φ ÞÑ φ ˝ β satisfies:

• It is a linear isometry (dense range)

TODO 16. conjunction?

• 1H ˝ β “ 1G

• φ ˝ β ě 0 if φ ě 0.
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Note that pφ ˝ βq ¨ x “ pφ ¨ βpxqq ˝ β, which is why each φ ˝ β P ClupGq.

Proposition 13.4. If β : G Ñ H is a continuous homomorphism with dense range and G is amenable, then
H is amenable.

Proof. Let MG be a left-invariant mean on ClupGq. Define MH on ClupHq by MHpφq “ MGpφ ˝ βq. Then
MH is a left-invariant mean on ClupHq. Proposition 13.4

Remark 13.5. Some consequences:

1. Let Gd be G with the discrete topology. If Gd is amenable, then so is G. Indeed, we just consider the
identity map β : Gd Ñ G. (In this case we say that G is discretely amenable.)

2. If N is a closed normal subgrape of G and G is amenable then so too is G{N . Indeed, we just consider
the quotient map β : G Ñ G{N .

Proposition 13.6. Suppose G admits an amenable closed normal subgrape N for which G{N is amenable.
Then G is amenable.

Proof. (The philosophy is to use Weil’s “integral” formula.) Let q : G Ñ G{N denote the quotient map. Then
φ ÞÑ φ ˝ q is a map

ClupG{Nq Ñ ClupG : Nq “ tφ P ClupGq : φ “ n ¨ φ for n P N u

that is surjective. Indeed, if φ P ClupG : Nq, we let rφpxNq “ φpxq. Since q is an open map it follows that
rφ P ClupG{Nq, and rφ ˝ q “ φ.

Let MN P MCbpNq be left-invariant. Let TMN
: ClupGq Ñ ClupG : Nq be given by

TMN
φpxq “ MN pφ ¨ xæNq “ MN pn ÞÑ φpxnqq

Then

• |TMN
φpxq| ď ∥φ ¨ x∥8 “ ∥φ∥8, and TMN

is linear.

• |TMN
φpxq ´ TMN

φpxq| ď ∥φ ¨ x ´ φ ¨ y∥8; so TMN
φ is continuous and pTMN

φq ¨ z “ TMN
pφ ¨ zq, so

TMN
φ P ClupGq.

• TMN
pClupGqq Ď ClupG : Nq since for x P G and n P N we have

TMN
φpxnq “ MN pφ ¨ pxnqæNq “ MN pn1 ÞÑ φpxnn1qq “ MN pφ ¨ xæNq “ TMN

φpxq

Let ĆTMN
φ P ClupG{Nq be the associated element, as above. We have left-invariant MG{N P MClupG{Nq.

Let MG : ClupGq Ñ C be given by MGpφq “ MG{N pĆTMN
φq. One checks that ĆTMN

pφ ¨ xq “ ĆTMN
φ ¨ xN ; it

then follows that MG is a left-invariant mean. Proposition 13.6

Corollary 13.7. Solvable grapes are amenable.

Proof. Evident induction. (Recall here that Gpnq “ rGpn´1q, Gpn´1qs (closure) with Gp0q “ G.)
Corollary 13.7

Example 13.8. Euclidean motion Rn ¸ SOpnq.

Remark 13.9 (Tits). If K is a field and G ď GLnpKq (discrete) then either

• G Ě F with F – F2 (free grape on two generators)

• G Ě G1 with rG : G1s ă 8 and G1 is solvable.

Proposition 13.10. If G is amenable and H is an open subgrape, then H is amenable.
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Proof. Let T be a transversal for right cosets of H in G. We define ST : CbpHq Ñ CbpGq by STφphtq “

φphq with h P H and t P T . Then ST is a linear isometry with ST 1H “ 1G and STφ ě 0 if φ ě 0.
Let MH P MCbpHq be given by MHpφq “ MGpSTφq (where MG is a left-invariant mean in MCBpGq).

Proposition 13.10

Proposition 13.11. Suppose there is a family pGαqαPA of open subgrapes indexed over a directed set A with
Gα Ď Gα1 if α ď α1; suppose each Gα is amenable, and that

G “
ď

αPA

Gα

Then G is amenable.

Proof. For each α let Mα be a left-invariant mean in MCBpGαq. Let ĄMα P MCbpGq be given by ĄMαpφq “

Mαpφ1Gαq. Then pĄMαqαPA lies in MCbpGq, and hence has a cluster point M . If x P G, say x P Gα0 , and
φ P CbpGq, then for α ě α0, we have

ĄMαpφ ¨ xq “ Mαppφ1Gα
q ¨ xq “ Mαpφ1Gα

q “ ĄMαpφq

It follows that M is left-invariant. Proposition 13.11

Remark 13.12. If we do not have an increasing family of open amenable subgrapes, then we can’t conclude
that G is amenable. Consider for example

F2 “
ď

xPF2

xxy

Theorem 13.13 (Følner). The following are equivalent:

1. G is amenable.

2. Given ε, δ ą 0 and K Ď G compact, there are E Ď G compact and Borel N Ď K such that mpNq ă δ
and

mpxE △ Eq

mpEq
ă ε

for x P KzN . (Here △ denotes the symmetric difference.)

3. Given ε ą 0 and K Ď G compact, there is compact F Ď G such that

mpxF △ F q

mpF q
ă ε

for x P K. (This is the Følner condition.)

4. There is a net pFαq of compact subsets of G such that for any compact K Ď G we have

lim
α

sup
xPK

mpxFα △ Fαq

mpFαq
“ 0

(We call this a Følner net.)

Before the proof, some consequences:

Example 13.14 (Discrete abelian grapes are amenable). Suppose G is an abelian grape; then

G “
ď

FĎG finite

xF y

By the previous proposition

TODO 17. ref
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it suffices to consider a finitely generated grape. There is an obvious quotient map qF : ZF Ñ xF y. Hence it
suffices to see that any Zk (for k P N) is amenable. Consider the sequence Fn “ t ´n,´pn´1q, . . . , n´1, n uk.
One checks that this is a Følner sequence. In fact 1

p2n`1qk
1Fn

is a Reiter sequence.

Example 13.15. Consider F2 “ xa, by. If K Ď F2 is finite, we let

BK “ tx P K : t ax, bx, a´1x, b´1x u ­Ď K u

Then an inequality something like |K| ď 2|BK| holds (see Cayley graph), which implies that the Følner
condition must fail.

Proof of Theorem 13.13.

(1) ùñ (2)

(I) Given ε1 ą 0, let us find

• compact E1 Ě E2 Ě ¨ ¨ ¨ Ě En with mpEnq ą 0 and

• λ1, . . . , λn ą 0 such that
n
ÿ

j“1

λj “ 1

such that

ψ “

n
ÿ

j“1

λj
mpEjq

1Ej

satisfies
∥x ˚ ψ ´ ψ∥1 ă ε1 for x P K (7)

First, Retier’s, theorem gives r P P 1pGq such that ∥x ˚ r´ r∥1 ă ε1 for x P K. There is a sequence
pf 1
nq8
n“1 in CcpGq such that

lim
nÑ8

∥f 1
n ´ r∥1 “ 0

Then let

fn “
1

∥f 1
n∥1

|f 1
n| P P 1pGq

and check that
lim
nÑ8

∥fn ´ r∥1 “ 0

Hence there is f P CcpGq such that ∥x ˚ f ´ f∥1 ă ε1.

Now we perform a “layer cake” construction. Fix n P N. For j P t 1, . . . , n u, let

Ej “ f´1

ˆ„

j

n` 1
∥f∥8,8

˙˙

So supppfq Ě E1 Ě ¨ ¨ ¨ Ě En with mpEnq. We then define

ψ1
n “

n
ÿ

j“1

∥f∥8

n` 1
1Ej

This then satisfies

ψ1
n ď f ď ψ1

n `
1

n` 1
1supppfq

It follows that

0 ă

ż

G

ψ1
ndm “

n
ÿ

j“1

∥f∥8mpEjq

n` 1
looooooooomooooooooon

∥ψ1
n∥1

ď

ż

G

fdm “ 1 ď

ż

G

ψ1
ndm`

mpsupppfqq

n` 1
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Let

ψn “
1

∥ψ1
n∥1

ψ1
n “

n
ÿ

j“1

∥f∥8mpEjq

pn` 1q∥ψ1
n∥1

looooooomooooooon

λją0

1

mpEjq
1Ej

and observe that ψn “

n
ÿ

j“1

λj
mpEjq

1Ej
and

n
ÿ

j“1

λj “ 1. Furthermore, it is a routine computation

that

∥ψn ´ f∥1 ď
1

2
n` 1mpsupppfqq

and hence for large enough n, say 2
n`1 supppfq ă ε1

2 , we are done.

(II) We let ψ satisfy Equation (7), with ε1 “ εδ
mpKq

, provided mpKq ą 0 (otherwise we let N “ K and

we are done). Note that if E,F Ď G with E X F “ H and x P G then

xE △ Eq X pxF △ F q “ H

so
pxE △ Eq Y pxF △ F q “ pxpE Y F qq △ pE Y F q

Write

ψ “

n
ÿ

j“1

λj
mpEjq

j
ÿ

i“1

1EizEi`1

(with En`1 “ H). We thus have that

|x ˚ ψ ´ ψ| “

∣∣∣∣∣ nÿ
j“1

λj
mpEjq

j
ÿ

i“1

p1xpEizEi`1q ´ 1EizEi`1
q

∣∣∣∣∣
“

∣∣∣∣∣ nÿ
i“1

n
ÿ

j“1

λj
mpEjq

p1xpEizEi`1q ´ 1EizEi`1
q

∣∣∣∣∣
“

n
ÿ

i“1

n
ÿ

j“1

λi
mpEjq

|1xpEizEi`1q ´ 1EizEi`1
| (pairwise disjoint supports)

“

n
ÿ

j“1

λj
mpEjq

j
ÿ

i“1

1xpEizEi`1q△pEizEi`1q

“

n
ÿ

j“1

λj
mpEjq

1xEj△Ej

Thus
δε

mpKq
ą ∥x ˚ ψ ´ ψ∥1 “

n
ÿ

j“1

λj
mpxEj △ Ejq

mpEjq

Then we have

δε ą

ż

K

∥x ˚ ψ ´ ψ∥1dx “

n
ÿ

j“1

λj

ż

K

mpxEj △ Ejq

mpEjq
dx

so at least one δε ą

ż

K

mpxEj △ Ejq

mpEjq
dx; we let E “ Ej for this j. Let

N “

"

x P K :
mpxE △ Eq

mpEq
ě ε

*

which is closed, and thus Borel. Then N satisfies ε1N pxq ď
mpxE △ Eq

mpEq
, so

mpNq ď
1

ε

ż

K

mpxE △ Eq

mpEq
dx ă δ
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(2) ùñ (3) First note that if G is discrete and m is the counting measure, we could just let δ ă 1 and be
done. The hard part of the proof, then, is when G is not discrete.

Let K Ď G be compact; let A “ K Y K2. Hence if x P K then mpxA X Aq ě mpxKq “ mpKq. Let

0 ă δ ă
mpKq

2 . If B Ď A is Borel with mpAzBq ă δ then for x P K we have

xAXA Ď pxB XBq Y pxpAzBqq Y pAzBq

so
2δ ă mpKq ď mpxAXAq ď mpxB XBq ` 2mpAzBq

looomooon

ăδ

Hence 0 ă mpxB X Bq. So xB X B ‰ H, and x P BB´1. Thus K Ď BB´1. Now for ε ą 0 the

hypothesis gives a compact F Ď G such that
mpxF △ F q

mpF q
ă

ε

2
for x P AzN and mpNq ă δ. Let

B “ AzN . Notice for C,D Ď G we have CzD Ď pCzF q Y pF zDq; so C △ D Ď pC △ F q Y pF △ Dq.
Thus if x, y P B´1 we have

mpx´1yF △ F q “ mpxF △ yF q

“ mpxF △ F q `mpF △ yF q

“ mpF △ x´1F q `mpy´1F △ F q

ă εmpF q

by Equation (7). Hence for z P K Ď BB´1 we are done.

(3) ùñ (4) Straightforward. (Just like Reiter’s theorem.)

(4) ùñ (1) If pFαq is a Følner net, then p 1
mpFαq

1Fα
q in P 1pGq is a Reiter net. Theorem 13.13

Remark 13.16. The construction of a Følner net above does not provide Fα Ď Fα1 for α ď α1. This can be
arranged, generally, but is technical. However, in practice, most Følner nets one encounters do satisfy this.

Fact 13.17. If G is separable and amenable, then L1pGq is separable. If L1pGq is separable, then we can
extract a Reiter sequence from a Reiter net. If this last holds, then Følner sequences can be found.

13.1 Hulanicki’s theorem

Let λ : G Ñ UpL2pGqq be the left regular representation: λpxqhpyq “ hpx´1yq for almost every y P G. Let

A`pGq “

#

xh |λpNqp¨qhy “

8
ÿ

j“1

xhj |λp¨qhjy : h “ phjq
8
j“1 P L2pGqpNq

+

Note that

L2pGqpNq “

#

h “ phjq
8
j“1 : each hj P L2pGq,

8
ÿ

j“1

∥hj∥22 ă 8

+

Fact 13.18. A`pGq Ď B`pGq “ tu : G Ñ C | u continuous, positive definite u.

Notice that forh “ phjq
8
j“1 Ď L2pGqpNq we have∥∥∥∥∥xh |λpNqp¨qhy ´

n
ÿ

j“1

xhj |λp¨qhjy

∥∥∥∥∥
8

“

8
ÿ

j“n`1

∥xhj |λp¨qhjy∥8

Remark 13.19. 1. If |J | ą |N| and h “ phjqjPJ P L2pGqpJq, so
ÿ

jPJ

∥hj∥22 ă 8, then hj ‰ 0 for at most

countably many j P J . Hence xh |λpJqp¨qhy P A`pGq. (Easy check.)
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2. (Eymard, 64) Each u P A`pGq can be written in the form u “ xh |λp¨qhy for some h P L2pGq. (This is
the standard form of von Neumann algebras.)

Theorem 13.20 (Hulanicki’s theorem I). G is amenable if and only if there is a net puαq in A`pGq such
that lim

α
uα “ 1 uniformly on compact sets.

Proof.

p ùñ q Let prαq in P 1pGq be a Reiter net. Let hα “ r
1
2
α ; so

∥h∥2 “

ˆ
ż

G

|hα|2dm
˙

1
2

“

ˆ
ż

G

rαdm

˙
1
2

“ 1

Note for a, b ě 0 we have |a´ b|2 ď |a´ b|pa` bq “ |a2 ´ b2|; so for x P G we have

∥λpxqhα ´ hα∥22 “

ż

G

|hαpx´1yq ´ hαpyq|2dy

ď

ż

G

|rαpx´1yq ´ rαpyq|dy

“ ∥x ˚ rα ´ rα∥1

Hence

|1 ´ xhα |λpxqhαy| “ |xhα |hαy ´ xhα |λpxqhαy|
ď ∥hα∥2
loomoon

“1

∥hα ´ λpxqhα∥2 (by Cauchy-Schwarz)

“ ∥x ˚ rα ´ rα∥
1
2
1

and it follows that uα “ xhα |λp¨qhαy converges uniformly on compact sets to 1.

Theorem 13.20

TODO 18. Missing stuff

Corollary 13.21 (To Fell’s absorption). If u P A`pGq then xξ |πp¨qξyu P A`pGq. If π : G Ñ UpHq a unitary
representation then

µ P MpGq, πpµq “

ż

G

πpxqdµpxq

f P L1pGq, πpfq “

ż

G

fpxqπpxqdx

both in the strong operator sense.

Proposition 13.22 (Choi’s multiplicative domain). If M Ď BpHq a unital C*-algebra and τ P BpHq˚ a
state such that τpA˚Aq “ |τpAq|2 for A P M, then

τpABq “ τpAqτpBq “ τpBAq

for A P M and B P BpHq.

Theorem 13.23 (Hulanicki’s theorem II). G is amenable if and only if for any unitary representation
π : G Ñ UpHq we have ∥πpfq∥ ď ∥λpfq∥ for all f P L1pGq. In diagram:

L1pGq C˚
λ

C˚
π

λ

π
Dλπ

(where C˚
π “ πpL1pGqq

∥¨∥
Ď BpHq). We call C˚

λ the reduced C*-algebra, sometimes denoted C˚
r pGq.
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Proof. p ùñ q Let puαq in A`pGq satisfy
1 “ lim

α
uα

uniformly on compact sets. Since λ : L1pGq Ñ C˚
λ is injective (just as shown in the proof of Peter-Weyl)

TODO 19. ref

the map λpfq ÞÑ πpfq is well-defined on λpL1pGq (non-closed subspace of BpL2pGqq).

Fix f P L1pGq and ε ą 0; find ξ P H with ∥ξ∥ “ 1 such that

∥πpfq∥2 ă ∥πpfqξ∥2 ` ε

For each α we have vα “ uαxξ |πp¨qξy P A`pGq (by Corollary 13.21), and write

vα “

8
ÿ

j“1

xhαij
|λp¨qhαij

y

where
8
ÿ

j“1

∥hαij
∥22 “ vαpeq “ uαpeq xξ |πpeqξy

loooomoooon

“∥ξ∥2“1

α
ÝÑ 1

Then

∥πpfq∥2 ď xπpfqξ |πpfqξy ` ε

“ xξ |πpf˚ ˚ fqξy ` ε

“

ż

G

pf˚ ˚ fqpxqxξ |πpxqξydx` ε

“ lim
α

ż

G

pf˚ ˚ fqpxquαpxqxξ |πpxqξy
loooooooomoooooooon

vαpxq

dx` ε

“ lim
α

8
ÿ

j“1

ż

G

pf˚ ˚ fqpxqxhαij |λpxqhαij ydx` ε (LDCT)

“ lim
α

8
ÿ

j“1

xhαij |λpf˚ ˚ fqhαij y ` ε

“ lim
α

8
ÿ

j“1

∥λpfqhαij∥22 ` ε

ď lim
α
∥λpfq∥2

8
ÿ

j“1

∥hαij
∥22 ` ε

“ ∥λpfq∥2 ` ε

Since ε ą 0 was arbitrary, we get that ∥πpfq∥ ď ∥λpfq∥.

p ðù q (Adapted from Brown and Ozawa). Let σ : G Ñ T “ UpCq be the trivial character. Then the
integrated forms are as follows:

• σ : MpGq Ñ BpCq “ C given by

σpµq “

ż

G

1dµpxq “ µpGq

• σ : L1pGq Ñ BpCq “ C given by

σpfq “

ż

G

fpxqdx

(sometimes called the augmentation character).
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Notice that σpµ˚q “ µpG´1q “ σpµq, so σpf˚q “ σpfq for f P L1pGq; so σ is a ˚-homomorphism. By
assumption we have |σpfq| ď ∥λpfq∥ for f P L1pGq.

If µ P MpGq and f P P 1pGq satisfies σpfq “ 1, we have σpµ ˚ fq “ σpµqσpfq “ σpµq. So

|σpµq| “ |σpµ ˚ fq| ď ∥λpµ ˚ fq∥ ď ∥λpµq∥ ∥λpfq∥
loomoon

ď∥f∥1“1

ď ∥λpµq∥

i.e. |σpµq| ď ∥λpµq∥. Hence it follows that σ extends to a functional, again called σ, onM˚
λ “ λpMpGqq

∥¨∥
.

Then σpIqq “ σpδeq “ 1, and

σpλpµq˚λpµqq “ σpλpµ˚ ˚ µqq “ σpµ˚ ˚ µq “ σpµqσpµq ě 0

and it follows that σ is a state on M˚
λ . (Note that this also implies that σpA˚Aq “ pσpAqq2 for A P M˚

λ .)
Let τ P BpL2pGqq˚ be any norm-preserving extension of σ; i.e. τæM˚

λ “ σ. We have (by the black box)
that τ is a state on BpL2pGqq.

Let M : L8pGq Ñ BpL2pGqq be Mpφqf “ φf m-almost-everywhere (representation of L8pGq as
multiplication operators). Then Mpφq “ Mpφq˚ and Mpφψq “ MpφqMpψq. We compute for x P G,
almost every y P G, and h P L2pGq

λpxqMpφqλpxq˚hpyq “ λpxqMpφqpy ÞÑ hpxyqq “ λpxqpy ÞÑ φpyqhpxyqq “ φpx´1yqhpyq

Hence λpxqMpφqλpxq˚ “ Mpφ ¨ x´1q. By Choi’s multiplicative domain technique, we see that (since
τpA˚Aq “ σpA˚Aq “ |σpAq|2 “ |τpAq|2, for A P M˚

λ )

pτ ˝Mqpφ ¨ xq “ τpλpδx´1qMpφqλpδxqq “ τpλpδx´1qqpτ ˝Mqpφqτpλpδxqq “ pτ ˝Mqpφq

since

τpλpδxqq “ σpδxq “

ż

G

1dδx “ 1

Also if φ ě 0 then

pτ ˝Mqpφq “ pτ ˝Mqpφ
1
2φ

1
2 q “ τpMpφ

1
2 q˚Mpφ

1
2 qq ě 0

and pτ ˝Mqp1q “ 1. So τ ˝M P ML8pGq is left-invariant. Theorem 13.23

13.2 A final fact about amenability: closed subgrapes

Consider the grape ring

CrGs “

#

n
ÿ

i“1

αixi : α1, . . . , αn P C, x1, . . . , xn P G

+

Suppose

S “

n
ÿ

i“1

αixi

T “

m
ÿ

j“1

βjyj

are elements of CrGs. We define the multiplication

ST “

n
ÿ

i“1

m
ÿ

j“1

αiβjxiyj

and the involution

S˚ “

n
ÿ

i“1

αix
´1
i

78



so

S˚S “

n
ÿ

i“1

n
ÿ

j“1

αiαjx
´1
i xj

We define a pairing: for u P CbpGq and S P CrGs we set

xu, Sy “

n
ÿ

i“1

αiupxiq

Fact 13.24. For u P CbpGq we have u P B`pGq if and only if xu, S˚Sy ě 0 for any S P CrGs.

We define a partial order on B`pGq: for u, v P B`pGq we say u ĺ v if and only if xu, S˚Sy ď xv, S˚Sy for
all S P CrGs; i.e. if and only if v ´ u P B`pGq.

Lemma 13.25. Suppose π : G Ñ UpHq is a unitary representation.

1. If u P B`pGq and u ĺ xξ |πp¨qξy for some ξ P H then there is η P H such that u “ xη |πp¨qηy.

2. If u “ xη |πp¨qηy P B`pGq for some ξ, η P H, then there is ζ P H such that u “ xζ |πp¨qζy.

Proof.

1. We observe that

• π extends to a ˚-homomorphism π : CrGs Ñ BpHq by

π

˜

n
ÿ

i“1

αixi

¸

“

n
ÿ

i“1

αiπpxiq

and πpS˚q “ πpSq˚.

• The map CrGs Ñ H given by S ÞÑ πpSqξ is linear.

We let L0 “ πpCrGsqξ (the image of this second map); we let L “ L0 (norm closure). For pS, T q P

CrGs ˆ CrGs we let
rS |T su “ xu, S˚T y

Then r¨ | ¨su : CrGs ˆCrGs Ñ C is sesquilinear and positive rS |Ssu “ xu, S˚Sy ě 0 for S P CrGs. Hence
Cauchy-Schwarz inequality applies, and we have

|rS |T su| ď rS |Ss
1
2
u rT |T s

1
2
u

ď xu, S˚Sy
1
2 xu, T˚T y

1
2

ď xξ |πpS˚Sqy
1
2 xξ |πpT˚T qy

1
2 (by assumption)

“ ∥πpSqξ∥∥πpT qξ∥

Hence r¨ | ¨su extends to a bounded sesquilinear form r¨ | ¨su on L ˆ L. Notice on L0 ˆ L0 we have
rπpSqξ |πpT qξsu “ xu, S˚T y and rπpSqξ |πpSqξsu “ xu, S˚Sy ě 0, so this is a positive form. So the
Riesz representation theorem for Hilbert spaces provides A P BpLq such that

rS |T su “ rπpSqξ |πpT qξsu “ xπpSqξ |AπpT qξy

Notice also that xπpSqξ |AπpSqξy ě 0; so A is positive on L. Also for x P G we have

rxS |xT su “ xu, S˚x´1xT y “ xu, S˚T y “ rS |T su

so xπpxqπpSqξ |AπpxqπpT qξy “ xπpSqξ |AπpT qξy, and hence πpxq˚Aπpxq “ A on L0, and hence on L.
So Aπpxq “ πpxqA. We use black box the second to get A

1
2 which satisfies πpxqA

1
2 “ A

1
2πpxq for x P G.

We then let η “ A
1
2 ξ.
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2. We use polar decomposition: for S P CrGs we have

0 ď xξ |πpS˚Sqηy

“
1

4

3
ÿ

k“0

ik xξ ` ikη |πpS˚Sqpξ ` ikηqy
loooooooooooooooomoooooooooooooooon

ě0

“
1

4
pxξ ` η |πpS˚Sqpξ ` ηqy ´ xξ ´ η |πpS˚Sqpξ ´ ηqy

ď

B

1

2
pξ ` ηq

ˇ

ˇ

ˇ

ˇ

πpS˚Sq
1

2
pξ ` ηq

F

so xξ |πp¨qηy ĺ
@

1
2 pξ ` ηq

ˇ

ˇπp¨qpξ ` ηq
D

. We then appeal to the first item to get our ζ. Lemma 13.25

Corollary 13.26. B` X CcpGq is contained in A2pGq and is a dense subset.

Proof. Suppose u P B` X CcpGq. Let K “ supppuq. Let U be a relatively compact neighbourhood of e, and
let

v “
1

mpUq
x1KU |λp¨q1U y

(matrix coefficient of λ). So

vpxq “
1

mpUq

ż

G

1KU pyq1xU pyqdy “
mpKU X xUq

mpUq

so væK “ 1. Hence we write u “ xξ |πp¨qξy (appealing to Adam’s talk) and

u “ uv “
1

mpUq
xξ b 1KU | pπ b λqp¨qξ b 1U y “ xω1 |λpJqp¨qωy

for some ω1, ω P L2pGqpJq (and we have used Fell’s absorption principle). By the lemma

TODO 20. ref

we write u “ xζ |λpJqp¨qζy P A`pGq. Furthermore, if

u “

8
ÿ

j“1

xhj |λp¨qhjy

we can approximate by

un “

n
ÿ

j“1

xhj |λp¨qhjy

and each h1, . . . , hn can be L2-approximated by f1, . . . , fn Pc pGq. One checks that u can be uniformly
approximated by

n
ÿ

j“1

xfj |λp¨qfjy P B` X CcpGq

Corollary 13.26

Corollary 13.27 (Hulanicki I’). G is amenable if and only if there is a net puαq in B` X CcpGq such that

1 “ lim
α
uα

uniformly on compact sets.

Corollary 13.28. If G is amenable and H is a closed subgrape then H is amenable.

Proof. Let puαq in B` XCcpGq be as in Hulanicki I’ above. Then each uαæH P B` XCcpHq (as H is closed),
and the net puαæHq in B` X CcpHq shows that H is amenable. Corollary 13.28
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